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FOREWORD

This report is an interim report which summarizes one phase of

research that is being carried out at Purdue University in the area of

communication theory under NASA Grant NsG-553.
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ABSTRACT

A study was conducted to determine the performance of a phase lock
loop with a linear modulo 2Nm radian phase detector characteristic.
Several of the limitations of the conventional phase lock loops are
caused by the non-linear phase detector characteristic. Among these
limitations the intermodulation distortion, the acquisition time and
the threshold of the phase lock loop when used as an FM demodulator are
the most critical. The first of these limitations is eliminated by us-
ing a linear phase detector with a range of 2ln radians. This research
has been the investigation and analyzing of the effect of this phase
detector upon the acquisition time and FM threshold.

The theoretical acquisition time for the high S/N case is deter-
mined, presented and compared with experimental data. The low S/N ac-
quisition time is measuréd experimentally and a mathematical model
based on regression analysis of this data is established.

The FM threshold is determined for a set of parameter values from
experimental input/output S/N measurements. Both random and sinusoidal
modulation are considered as well as first and second order systems.
These are compared with the threshold of a standerd phase lock loop de-

modulator.
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It is concluded that two methods exist for exchanging low S/E
threshold for improved high S/H threshold as well as increasing acquisi-
tion time. These are: 1. increasing the loop bandwith, 2. increasing
the linear phase error range. The trade offs are equivalent for FM
threshold in the cases considered, but increasing the loop bandwidth has
a cubic improvement upon acquisition time and increasing the phase de-
tector range only has a gquadratic improvement upon the acquigition time.
Therefore the optimum system when all three limitations are important is
the phase lock loop with a linear 2x phase detector characteristic. The
loop bandwidth is optimized to provide an acceptable level of limitation

of the three performance criteria.
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I. INTRODUCTION

1.1. Problem Statement

The Phase Lock Loop (PLL) has several limitations that are caused by
the multiplier that is generally used for a phase detector. This phase
detector has a sinusoidal phase characteristic when the inputs to it are
sinusoids. The first limitation of interest is that this non~linearity
within the loop generates intermodulation distortion (ID) in the loop's
output when the loop is being used for FM demodulation. The greater the
modulation index the greater the phase error and hence the greater the ID.

If the frequency of the signal to be demcdulated is unknown then
there will usually be an initial frequency error between that of the
voltage controlled oscillator and that of the signal. In attempting to
acquire lock, the loop phase error often exceeds + w and causes a cycle
slip to occur. This delays the acquisition process. For large frequency
error to loop bandwidth ratios the acquisition time loop bandwidth pro-
duct may be much greater than one. This is usually undesirable as faster
acquisition means less information loss when used in a communication
system.

Therefore it is desirable to increase the phase error range to
something greater than 4+ n. If the phase error range is increased to
4+ Nn, it is shown that the high signal to noise ratio (S/N) acquisition
time is decreased and that for a given level of PLL output ID and modula-

tion spectrum the maximum modulation index that can he demodulated is



increased over that of a PLL with sinusoidal phase detector phase charac-
teristic.

However it is not obvious what effect this increase of the phase de-
tector range has on the low S/N propefties of a PLL. Therefore it is the
purpose of this study to describe the low S/N continuous wave (CW) carri-
ef acquisition and the FM threshold performance of a PLL with a linear
modulo Z2Nn phase detector characteristic. N is a system parameter that is

varied in the research. A linear characteristic over 2Nn radians is

considered since it yields the least ID for a given value of N,

Le2. Previous Work

The previous work on the PLL has been divided into primarily three
areas: the PLL as an optimum demodulator, the optimization of the loop

filter, and the effect of the phase detector non-linearity.

l.2.1. Optimum Demodulator
Youla [34] has derived a pair of integral equations which describes
mathematically the maximum a posteriori (MAP) phase demodulator. For the

infinite observation interval, they are

8(t) = = f RQ(t -u) A Sin [wu + e(u)] g(p) du  (1.1)
and o
r(t) - A COS[mct +0(t)] = fRn(t - u) glu) du, (1.2)

where r(t) is the received signal, ¢(t) is the transmitted message in the
form of phase modulation, ©(t) is the MAP estimate of ¢(t}, R¢(T) is the

autocorrelation function of ¢(t), Rn(f);is the autocorrelation function

e
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of n(t), the additive gaussian noise in the channel, and where the trans-
mitted signal is A Cos[w t + ¢(t)].

Lindenlaub [12] has shown that the optimum demodulator equations
can be interpreted in the form of a PLL with an unrealizable filter as

shown in Figure 1.1 if
R (7) = N,5(7) (1.3)

and the bandwidth of ¢(t) is much less than @, »

l;(t) r e(t) 4 ry) A o(t) o

sinfw t + 6(t)] ' VPO

Figure 1.1, Optimum Demodulator as a PLL

To make this PLL realizable it is necegssary to replace the unrealizable
filter with a realizable one and add a post loop filter that will be un-
realizable. However it is only possible to make the two systems equiva-
lent at high S/N levels because of the multiplier in the loop. It is not
clear that the realizable version of Figure 1.1 is the optimum realizable
FM demodulator for low S/N levels. Therefore it is felt that the thresh-
0ld behavior of the PLL as a frequency demodulator using various phase

detector characteristics should be investigated both theoretically and



experimentally to see if an improvement in the degree of optimslity of

the PLL can be obtained.

l.2.2. Phage Lock Loop
The PLL is a popular though not a unique interpretation of the op-
timum frequency demodulator. Most of the references in the bibliography
deal with the PLL. A mere general version of the PLL will be considered
here. Several authors [3, 5, 16, 17, 27, 33] consider non-linearities
for the PLL phase detector other than the multiplier that appears in the

MAP demodulator structure. Figure 1.2 is a block diagram of a general-

ized PLL.
r{t $ (t Loop -
( ) Phase e( ) Fil‘t‘,er e(t){)
O———————=1 Detector 7(s)

VCo

Figure 1.2. G@Generalized Phase Lock Loop

In the above gystem the phage of the incoming signal is compared
with that of the voltage controlled oscillator (VCO) signal in the phase
detector. In general the output of the phase detector, ¢e(t), is some

function of the difference of the two phases. That is

¢ (£) = G[o(t) - 6(t) + y(t)] (1.4)

where §(t) is the phase noise due to n(t), and G is the function

|
]

s
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describing the phase transfer function or the phase detector characteris-
tic.

The error signal is operated on by the Loop Filter F(s). F(s) is
usually designed so that the PLL will respond to a class of input signals
and noise in some optimum way. Jaffe and Rechtin [11] derive the optimum
F(s) for an input having gaussian noise plus step, ramp or quadratic time
variation of signal phase. Their criteria of optimality is the minimiza-
tion of the VCO output noise variance plus integral square transient
error. Gilchriest [9] derives the optimum F(s) for FSK signals with
gaussian noise. Both authors used a calculus of variations approach to
determine the optimum physically realizable F(s).

In usval practice F(s) is a linear physically realizable filter

with the form

F(s) = L (1.5)

For the second order loop this simplifies to

a. + a.s

0" ™ '
F(S) = s (l°6)
bo + bls

which is & lead or lag filter. It is also called a proportional plus im-
perfect integral filter when bo << blsa For bO = 0, it is called a pro-
portional plus integral filter. If a, = 0, it is a first order low pass

filter. These three cases are most common in the literature [3, 5, 6, 9,

10, 11, 13, 1k, 18,.199 20, 21, 22, 23, 25, 27, 29, 30, 33].



A few authors [10, 11, 16, 20] consider the third order PLL where

2
a.+ a.s + a,8

F(s) = D ;3 2 . (1.7)
g

This results in a loop that will follow a signal with quadratic phase
shift such as would be received from a transmitter that is being physi-
cally accelerated.

The author [16] has investigated the fourth order PLL with loop
filter 3

2 .
8o * 8.5 + 8 s + 858
3 L

F(s) = (1.8)

]
This PLL was very difficult to synchronize to an input signal because of
the four independent initial conditions but extending the phase error
range greatly reduced this problem.

Jaffe and Rechtin [11] proposed that F(s) be made variable so that
it can be adapted to varying signal and noise levels so as to preserve
optimality.

The filter output drives the VCO. The VCO has an output

eVCO

= ECcs[mvt + 6(t)]. (1L.9)
That is, it generates a cosine wave with a phase angle eéual to the inte-
gral of the input plus a linear phase component, mvto The VCO output is

used as a reference for the phase detector.

1.2.3, PLL Phase Detector Non-linearities
Most'éuthors have studied the PLL having a multiplier phase detector.
When the input and VCO signals are sine waves the multiplier phase detec-

tor yields a sinusoidal phase characteristic. Viterbi [32] and

iy




Tikhonov [26] have found an exact expression for the phase error variance.

and probability density function (PDF) as well as the expected rate of

cycle slipping for the first order loop having a multiplier. Only approx-
imate results are available for the higher order PLL with a multiplier
[6, 7, 13, 25, 301,

Byrne [3] was the first to investigate the use of another type of

non~linearity. He was interested in the sawtooth phase detector charac-

3

teristic and gives information on meximizing the capture range of the
second order PLL. He provides many useful design curves as a function
of the damping factor and the bandwidth.

~ Splitt [24] suggests, without proof, that the noise threshold of a
PLL with a sawtooth characteristic should be lower than that for the PLL

with multiplier. He argues that increasing the linear phase error range

to 2% will reduce the probability of cycle slipping which in turn should

e

decrease the impulse noise at the output.

Williams [33] and Cleland [5] have also studied this type of PLL.
They investigated its acquisition properties and found that it has a
greater probability of synchronizing to a noise free incoming signal
then a PLL with a sinugoidal characteristic. Until now no theoretical
dats has been available concerning the noise threshold behavior of this

o type of PLL.

The literature mentions three ways for implementing a linear modulo

2Nn phase detector. Byrne [3] suggested the use of frequency dividers

as is shown in Figure 1.3 to obtain a 20x linear range phase detector.

The flip~-flop is in the “ones” state for a length of time proportional

to the modulo 2Nz phase difference between @ and ¢ and BNx. If the cut-
o) off frequency of F(s) is sufficiently lower than ab/m; the pulse-width
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Figure 1.5. Byrne's Linear Modulo 2Nx PLL

modulation of the flip-flop is converted to a DC level proportional to S

the average phase error. Here the size of N is limited by -

cnc/Bm >>N, (1.;0)

where Bm is the maximum modulation frequency on the carrier. The cutoff
frequency of F(s) must be much less than wh/N because the partially fil-

tered rectangular phase detector output pulses would otherwise cause

distortion of the VCO signal.

The author [16] used the system shown in Figure 1.4 to obtain a
linear modulo 2Nx phase detector characteristic to aid synchronization.

The author has shown [17] that an ideal discriminator followed by
the non-linear filter as illustrated in Figure 1.5 is equivalent to a
band-pass limiter (BPL)followed by a linear modulo 2Nm PLL.

The sawtooth non-linearity has a period of 2Nmx radians. It is not

yet clear how the BPL effects the threshold of any PLL. Reference [17]

deals briefly with this question.
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Figure 1.5. Eguivalent Circuit for the 2Nn Lin Lock Loop

Robinson [18] and Uhran [27] have studied the "Tan-lock” loop (TLL).
The TLL has a phase detector with an output

_ KTr(t) Cos[w t + ©]
e(t) = 73 K r(t) Sinlo t + 6]’

(1.11)

where Cos[wvt + 8] and Sin[wwt + 6] are the VCO outputs and Kp the Tan-
lock parameter, is such that 0 < KT < 1l. If the S/N is high and the in-

put envelope is 2, then the input signal can be approximated by
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r(t) =2 Sin[a)ct + o(t)]. (1.12)
Neglecting double frequency terms
KT Sin[o(t) - 6(t)]

1+ Ky, Cos[o(t) - o(t)] - (1.13)

e(t) =
As KT -1

e(t)

o(t) - ot
Tan[ 2 ] . (1.1%)

This is why the name "Tan-lock” has been given to PLLs having this phase
detector. |

Robinson [l8] concludes that the lock range and acquisition proba-
bility of the TLL are much greater than those of a standard PLL. He also
applied Boonton's technique [2] to predict the noise threshold behavior.
He concluded that the TLL has a 2.4% to 4.4 db lower threshold when normal-
ized to the high S/N loop bandwidth than the PLL with a sinusoidal phase
detector charactéristic°

Uhran [27] concluded from experimental results that the TLL has a
higher threshold when normalized to the high S/N loop bendwidth than the
PLL with sinuscidal phase detector characteristic. However, a normaliza-
tion with respect to the lock range yielded the opposite conclusion.

This author believes that quinson“s conclusions are less correct
then Uhran's since the former assumed a gaussian model for the VCO phase
PDF. This assumption was shown to be inaccurate for the first order
loop by Viterbi [32] and for the second order loop by Lindsey [13] for
the low S/N case associated with the threshold region.

Acampora and Newton [1] propose that the phase range of the phase

detector can be extended by including an internal "phase subtracting”

i

|
|
g

5



}i

z
ok

11

loop. For the case of a multiplier phase detector; this extends its
linear phage range to greater than ﬂ/2° However they failed to consider
that this internal loop could be absorbed into the linear locop filter by
simply including a differentiator which results in & standard PLL as
before with only a different linear loop filter.

Clark and Hess [4] propose two FM demodulator systems that are re-
lated to the PLL. Their systems are two implementations of "click” can-
cellation. They attempt to improve FM threshold by detectiné the éccur=
rence of clicks and claim an experimental threshold improvement over that
of & conventional discriminator. They do not compare their results with
those of the PLL. However their system is closely related to the PLL
which this author built. (See Chapter VI) However there are two mathe-
matical differences. The author's system does not have a multiplier
after the phase detector and Clark and Hess' systems assume that N, the
phase detector range constant,is infinite. Otherwise the author's sys-

tem is mathematically equivalent to the two mentioned above.

Leon and Cleland [5] have investigated the properties of a PLL with
a8 multiplier phase detector and a class of non-linear filters. They
have been studying the acquisition properties of the first and second
order loops. They have found optimum filters to improve the acquisition
time. However they have not considered the performance of their systems

at low S/N levels.

1.2.4., Analytical Techniques
Several mathematical techniques have been used to predict the phase
error variance of PLLs. Develet [6] used Boonton's [2] technique to

calculate an approximate "gain” for the phase detector but he also
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assumed a gaussian PDF for the phase error. Therefore; the accuracy of
his level for threshold is not known. This technique is valid for any
phase error PDF but the distribution must be known to use it.

Tausworthe [25] used a spectral density approach and obtained
curves for phase error variance that agree closely with the experimental
results for the second order PLL, but he did not make any conclusions
about threshold. This technique is valid for any type of additive noise
that results in a phase error PDF that can be expressed as a diagonal-
ized orthogonal expansion.

Margolis [14] used a series expansion for the phase detector and
derived three terms. From these one can obtain an approximate expres-
sion for the phase error variance. He did not consider anything concern-
ing the threshold.

Van Trees [30] used a Voltera expansion technique and by consider-
ing two terms was able to get an approximate expression for the phase
error variance. He also did not conclude anything about the thresghold.
However, in another paper [29] he assumes that threshold occurs at a
Tixed phase error variance and obtains performance curves for output ver-
sus input S/N and modulation index based on a linear model for the PLL
with the phase error variance as a constraint.

Viterbi [32] and Tikhonov [26] were able to obtain exact expres-
sions for the phase error variance for the first order PLL with a sinu-
soidal characteristic using the Fokker-Planck eguation but were unable to
obtain tractable solutions for other cases. With this approach Lindsey
[13] was able to obtain an approximate solution for the second order PLL

with a sinusoidal non-linearity. From this, an approximate expression




:

S

i

-
|
3
4
=4

13
for the phase error variance was obtained. However the significance of
the remainder term in his result is uncertain.
Uhran [27] was unsuccessful in applying this technique to the Tan-

lock PLL in a valid manner since Tan-lock has & division by & stochastic

process.

1.2.5. Summary of the Limitations of Previous Work

The popular approach for comparing the degree of optimaelity of
various systems has been to compare their phase error variance [6, 7, 1k,
18, 25, 29, 30] or their output S/N [7, 16, 22, 23] or “threshoid" level.
The theoretical results have not beeh conclusive due to'differéncés of
definition [9, 22, 27]. Mathematical difficulties have prevented exact
solutions except for the simplest cases [13, 26, 32]. Experimental re-
sults have ﬁot always been consistent frém author to author [9, 22; 28].
This is perhaps due in part to incomplete definition of the éxperimental
procedure. More often than not the approximate models used in theoreti-
cal work are not valid for the low S/N region where the threshold exists
[6, T, 25, 28], This causes differences between the theoretical and ex-
perimental results.

Little work has been done on the low S/N performance of the PLL.
This applies to both FM threshold, lock time and ID. Since there has
been even less work on  PLLs with non-sinugoidal phase detector non-
linearities, it is not clear, for any of the three mentioned performance
eriteria, what type of non~linearity is best for the phase detector char-

acteristic.
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1.5. Areas of Research for This Work

Since the nature of the non-linearity in the phase detector of the
realizable MAP demodulator is unknown and since increasing the linear
range of the phase detector decreases both IDvand acquigition time of a
PLL, a study has been made of the FM threshold and low S/N acquisition
time of a PLL with a linear modulo 2Nn phase detector phase characteris-
tic,

In Chapter III an analysis is made of the high S/N theoretical. lock
time of this type of PLL. This is done by programming ardigital computer
to celculate the piece wise continuous solution of the second order FLL
differential equation. The lock time was calculated as a function of the
initial phase error, frequency error and PLL damping ratio.

Chapter IV describes an experimental model of such a PLL and an addi-
tive noise channel as well as other test fixtures which were needed in the
experimental work.

Chapter'v describes an experiment that was devised and conducted to
measure the acquisition time of the PLL for the set of loop and signal
parameters. This set was designed so as to determine the effect of input
S/N level, initial VCO frequency error, carrier frequency offset with re-
spect to the center of the input noise spectrum, PLL demping ratio and
the phase detector range constant N.

The theoretical and experimental results are presented in graphical
form.

Chapter VI describes experiments that were devised and conducted to
determine FM threshold by measuring the output S/N as a function of the

input S/N for a set of PLL and signal parameters. This set was designed
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to determine the effects of PLL damping ratio, PLL order, N, the input
signal modulation spectrum, and FM index on the FM threshold phenomenon.
The experimental results are presented in graphical form.

Chapter VII presents conclusions derived from this study and sug-

gestions for further study are given.

1.3.1. Summary of New Results
The first area of interest in the acquisition time of the linear
modulo 2Nx PLL. It is shown that the theoretical decrease of the ac-
quisition time of a second order linear modulo 2Nn PLL for the high S/N

case is T, =T .149/N (1.15)

where Ta and Ts are the acquisition times of the linear modulo 2Nx PLL
and sinusoidal PLL respectively. Experimental data agrees closely with
this theoretical result. For most cases the low S/N scquisition time is
an increasing function of the E/S ratio. But the rate of increase de-
pends on the PLL damping, N, signal frequency offset from the center of
the input noise spectrum, and initial VCO frequency error in a very in-
volved manner. Regression analysis is used to determine an approximate
model for this dependence.

The second ares of interest is the FM threshold. Experimental data
is presented. The conclusion of this study is that for a sufficiently
high input S/N level the linear modulo 2Nx PLL yields a lower threshold
level than the sinusoidal PLL. The critical level appears to be about
20 db for sinusoidal and random modulation for a modulation bandwidth to
PLL bandwidth ratio of .133. It is also determined that a decrease in
the modulation bandwidth to PLL bandwidth ratio produces the same effect

as an increase of N.
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IT. THEORY AND DEFINITIONS

The basic theory of the PLL used in this research is outlined in
this chapter. The terms used that are peculiar to the PLL are alsoc de-

fined.

Figure 2.1 is a block diagram of a PLL with a generalized phase de-

tector and a post loop low pass filter (LPF).

r(t) Generalized ¢e(t)' ‘ é(t) | Go(t) i,
O« Phase F(s) - > LPF |—0
Input _ Detector ] ] Output

¥Co
e, (t)

Figure 2.1. Generalized PLL with Post Loop Filter

In general the input r(t) consists of an FM sinusoid that has been cor-

rupted by additive gaussian noise. The phase detector_compares the phase
of r(t) with that of the VCO output, ev(t), and produces an error signal,

¢e(t), that is a function, G, of the comparison. The loop filter oper-

5
i
Z\‘é
e d

ates upon this error signal and causes the VCO frequency to change in a
direction to reduce the error. If there is no noise at the input and if

the VCO is synchronized to the input signal frequency, the PLL is capable

of determining the exact frequency of r(t). If the loop filter contains

Siei

at least one additive ideal integrator the loop is able to estimate

[ T

Rt



exactly the phase of r{t}. When noise is included in r{t), noise jitter
appears in ¢e(t} and as the input noise is increased the accuracy of the
estimate of the incoming frequency or phase is reduced.

If the frequency of r(t) is unknown it can be determined by the PLL.

However the PLL must first be synchronized to r{(t). Let the received

signal be
r(t) = A C’os[mct + 0] (2.1)
#ﬁv and the VCO signal be
ev(t) =2 Coslo t + e(t}]. (2.2)
ﬂ If it is assumed that G is linear for all Qe’ the synchrqpizing process

is trivial. Then the loop is a linear system in the phase domein. The

st

feedback of the system is such that for any value of initial frequéncy
z error the VCO frequency is continuously corrected by the loop so that

eventually the frequency error is essentially zero. To demonstrate this

! let F(s) = 1/Tls + K, where s is the differential operator. Then clearly
i = ¢ - (o -
g o, =9 -8+ (o wv)t (2.3)
and
1 K _1
§ e=0 (g+— 2) (2.4)
Ts
1
'5 or
. . 1+KPhs
= - -9 o
) o(t) [%E Oy (t>] 1+ KTls + T132 (2.5)
.
If K 2 0, T, >0, and #{t}) is constant
lim [¢(t) - ©8(t) + @ ~® 1 =0 (2.6)
o e v
and : .
lim [¢(t) -~ ©(t) + (w_ - w_Jt] = 0, (2.7)
t =» o0 c v

However if G is not linear, these do not necessaril& hold. Viterbi [31]




18
has shown that for sinusoidal G (2.6) and (2.7) are true. In Chapter
III, (2.6) and (2.7) are shown to be true for the case of a linear modulo

2Nn radian characteristic. This characteristic is given by

G{e -6 + (“E -ax)t] = [0 -8 + (wc - mv)t + Nx] - Nx (2.8)

Mod 2Nx
N =1,2,°°°
Therefore this PLL will always acquire synchronization. In this study a
PLL with a linear modulo 2Nx radian phase detector 1s called the extend-
ed linear range PLL or ELRPLL. The time required for a PLL to synchro-
nize is called the "lock fime" or "scquisition time." Tﬁroughout this
study the term acquisition time, Ta’ is used and it is defingd for the

CW input signal plus additive geussian noise case by the intersection

of the following events

° ° BL ‘
[@-8+mc-mv[<—2“ 5 (2.9)
¢e(t) @egt _ <0 , {(2.10)
and
[e (t)] < Na/20 (2.11)

where BL is the PLL bandwidth.

If the initial frequency error is sufficiently large, the transient
phase error predicted by a linear G is larger in magnitude than Nx. When
this happens in the ELRPLL & "cycle slip" occurs. That is, the phase
detector output signal experiences a discontinuity and if @e prior to
this event was Nn then just after the event @e will be -Nx. All practi-
cal phase detectors are periodic in some multiple of 2x radians and

hence all PLLs will exhibit cycle slip phenomenon.
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Cycle slips can also be generated by the noise in ;(t)o If the
noige causes the phase of r(t) with respect to that of e% to encircle
the origin sufficiently fast so that @e exceeds the phase de?ector
range, then the ELRPLL will not be able to follow the transient and the
phase error will generste a cycle slip.

The PLL is also used as an FM demodulator. Here the léop attgmpts
to continually adjust the VCO frequency so that it follows the frequency
variations of r(t). The VCO input signal under this condition is an
estimate of the modulation. When r(t) contains additive noige, it is
usually desirable to improve the S/N level of the demodulatormoutput by
filtering it with a post loop filter. The nature of the filtgr is usu-~
ally low pass and the transfer function is often bgsed on gome optimiz-~
ing criteria such as maximizing its cutput S/N level.

Throughout this study the loop bandwidth is understood to be the

equivalent linear two sided noise bandwidth defined as follows

o

B = 5152’ f aw H(jw) H¥(jos) , (2.12)
bl _
where - KTlS
H<S)§1+KTS+T32 ° (2.13)
1 1
For the first order ELRPLL, Tl = o, and
- K
H(s) = K+s ° (2.14)
In this case [15]
B =K2. (2.15)

For the second order loop with finite non-zero Tl [25]

B, = (1 + €T )/2KkT, . (2.16)
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H(s) is called the closed loop transfer function.

It is desirable to minimize the frequency and“intgrmodulation dis-
tortion in the demodulation output. Both.can be reduced by increasing
the loop bandwidth and the latter by increasing the phasemdetector”s
linear range. Increasing the loop bandwidth decreases the phase error
and increasing the linear range of the phase detector reduces the dis-
tortion caused by it.

The word threshold is a term that is widely used to describe a
poorly understood phenomenon. It is generally used in connection with
FM demodulation as the name for the level of input S/N below which the

demodulator ceases to function in some prescribed manner. In connection

with the standard discriminetor it is that level of input S/N where the
output S/N "begins" to depart from a linear dependence upon the input
S/N level. However this definition suffers because of its imprecise

nature.

A popular definition for threshold used in connection with the PLL
FM demodulator is a fixed level of phase error variance. This is
usually set arbitrarily at .1 to .5 radians2° However this is not a
very satisfactory definition from a practical standpoint since the
phase error here is defined as % -8 and this var;ablg only exists in
the mathematical model derived from the PLL. Note that ¢; in the low
8/N case for fc = fv is not the same as 9 - Qo

Gilchriest [9] used a novel definitiono He defines threshold for

F3K demodulation by a PLL as the level of input S/N for which the average

signal suppression at the VCO input is 1%.

In the experimental work of Chapter VI, threshold is defined to be

SR
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the minimum input S/N level (referred to the output band) for which there
exists a value of the modulation index for a given output S/N level. The
appropriateness of this definition appears when one considers a typical
input/output S/N plot of an FM demodulator for a class of modulation in-
dexes. In general this family of curves defines the boundary of a for-
bidden region similar to that which Develet [6] gives in Figure 4 for the

PLL threshold and Shannon's limit.
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III. THEORETICAL ELRPLL ACQUISITION TIME -

Chapter III presents a theoretical analysis of the acquisition time
of the ELRPLL. This is done for the case of no modulation and high S/N
level for a second order loop. It is assumed that the loop filter is

"F(s) =K + l/Tlso _ (3.1)

It is assumed that at t = O, there is some known initial frquencyrerror
Af(0), and some known initial phase error ¢e(0)o The acquisition time
is found as a function of BL

constant (N), the initial frequency error and initial phase error. The

, the loop damping (&), the phase error range

results are pfesented in graphical form and are compared with Viterbi's

result [31] for a PLL with a sinuscidal phase detector.

3.1, Mathematical Model

The phasge detector characteristic of the ELRPIL is

i

G(¢5) = (05 + Na)] - Nx , (3.2)
Mod 2N8N=
where

*p

i

® -8 4+ (mc =<nv)to . (3.3)

Then recalling from Figure 2.1 that © is related to ®B by F(s)/s one can

show that d2¢B . d®e
S 5:4)

together with equation (3.2) define the ELRPLL system. Except for the




8
ot

Sl

j;
&

25

i ¢
points B

= MNx, M = +1,+43,°°¢ , the system is linear and the solution is

trivial. Under this condition it is meaningful to speak of the system

bandwidth, BL’ and damping ratio, E.

It is advantageous to redefine the sysﬁem equations in terms of BL

and §.

Let the normalized time be

T = BLto
Note that the damping ratio is
£ = .5kT, 7,
Let the phases QB and ¢e be normalized by letting
62 = ¢e/m

and

<
[
i

S

Then the ELRPLL is defined by

e @ 3 -
®e (¢B + Mod 2=x %
and
. d%é ae;
a + 28a —= + ¢¢ = O,
dT2 dar e
where o
_ 1 + ke
a - L}-g °

3,2, Underdamped Case

The solution for €< 1 is

| ¢5(7) = Exp (- a7) [A Cos{w 7) + B Sin(w 7))

where

(3.5)
(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)



QG = a (5°13)
2405
I O -
@ = = , (3.14)
B = ¢:(0) (3.15)
and ‘
= W @’(o) - 4>'(o) (3.16)

The normalized frequency error is given by

1 ,
' = - o -

ae*(T)/N = 2,[ B(” 5 Exp( - on)[(Bo, - A®) Cos(w7) - (Aw) + BX)

- sin(w, 7)1, (3.17) E

Note that using (3.12) through (3.17) it is possible to choose AF{0) :

and ¢3(0) such that ‘¢§(T)! < x for all T > 0. However this is not Qi

true for all AF’(0) and ¢§(O)o When this is not true there is a set of

Ty >0, call them Tyo 1 =1, 2,..,M, for which ¢; =5 . At these points ¢é ik

passes through a discontinuity. The boundary conditions at the discon-

tinuity are

a

b (e,F) = 0l t) w 0(x ) B (5.18)
and
+ @
4)B‘:“”Pj’_ ) = (@B(Ti ) (3"19)

for i =1, 2,..., M. Appendix A describes a digital computer program

used to calculate $é and Af® for several values of T, &, Af“(0) and 0;(0)

from (3.12) through (3.19). From this calculation, Tg(Af’) is plotted
for several ¢é(0) and £ = .25 in Pigure 3.1, £ = 055 in Figure 3.2,

£ = .5 in Figﬁre 3,3 and & = 707 in Figure 3.k4.
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3.3, Critically Damped Case

The solution of (3.10) for & = 1 is

¢é(r) = (A + Bt) Exp( - ot) (3.20)
where .
2
a =.__.l_6§_..é. > (3021)
1+ 4¢ :
A= ¢§(O) (3.22)
and
B = a0 (0) + 0°(0) . (3.23)

The normalized frequency error is given by

MKH/N=ﬁ'%U)=ﬁﬂB~MA+mMEwba?LM
‘ 3.2

Note that using (3.20) through (3.24) it is possible to choose
AF°(0) and ¢é(0) such that [¢§(T)| <= for all T > 0. However just as
in Section 3;2 this is not trﬁe in general. When it is not true there
is a set of 7,, 1 = 1,..., M for which ¢é = 5, At these points ¢é passes
through a discontinuity. The boundary cénditions at the discontiﬁuity

are the same as before.

¢'(Ti+) = &é(ri") + ¢;(Ti—) %f- (3.25)
and
/ + 4 =
51,0) = 45e,) (5.26)

for i = 1,..., M. The digital computer program described in Appendix A
was also used for this case to calculate ¢é and AF® for several values
of T, AF’(0) and ¢;(o) from (3.20) through (3.26). From this calculation,

Té(Af’) is plotted for several values of ¢;(O) and £ = 1 in Figure 3.5.
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3.4, Overdamped Case

The solution of (3.10) for & > 1 is

¢5(7) = A Exp( - %) + B Exp(- B 7) - (3.27)
where
2 .5
g = i"' (E. = l) , (3028)
L2 45
p . Sotbo il (5.29)
4_(0) + B62(0)
B B
b=—"pgT%" (3.30)
m and . ‘
z ¢2(0) + as;(0)
| B=""35" B - (3.31)
)
K The normalized frequency error is

% Are(%)/N = 53;_{_ b5 () = él; [Ax Exp(- ar) + BB Exp( - p7)].  (3.32)

Note that using (3.26) through (3.31) it is possible to choose Af“(0)
_i and d>é(o) such that [¢é(1)| < n for éll T > 0. However just as iﬁ sec-
tions 3.2 and 3.3 this is not true in general. When it is not true there
is a set of Ti’ i=1,600, M for which ¢é = 5, At these points ¢é passes
3 through a discontinuity. The boundary cbnditions at the discontiﬁuity
are the same as before:
REEHORERAY 2L (3.53)
{% and

o5l ") = 05(,7) (3.34)

for i = 1,.0., M. The same digital cémputer program is also used to cal-

culate ¢ and Af’ for several values of T, &, &f“(0) and ¢é(0) from (3.27)
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through (3.34). From this calculation Té(Aff’) is plotted for several
values of ¢é(0) and & = 1.4 in Figure 3l6 and for & = 2.0 in Figure
5.7 - | . . . o )

Note that for each value of £ the acquisition time for small IAf”]/N,
is greatly dependent upon the initial phase error and that for iqcreaéing
]Af”]/m this dependence is a smaller proportion of the total acqnisition
time. However the amount of variation of |af| with ¢; for a given T;
is independent of T;o .

Note that the écallops of the curves are caused by the cyclic na-
ture of the phase detector characteristic and that the discontinuities
are caused by the discontinuous nature of the phase detector. In general
the continuous portions of the curves have negative slopes except for the
first 1 or 2 scallops on some of the curves.

Note that increasing @;(O) causes an increase of Té for most cases of

|[A£°|/N and €. Increasing ¢é(0) also increases ®; at each cycle slip

point and hence increases the number of cycle slips and also Tgo

3.5. ELRPLL Transient Response to a Frequency Step

The transient phase error of the ELRPLL for é frequency step input
is examined in this section. The peculiar nature of the acquisition
time curves is betfer understood when one ig familiar with the transient
phase error of this system to a step in input frequency. The computer
program described in Appendix A is used to plot ®;(T) for AF’(0)/N = 2,
¢;(O) = 0 and various ¢ in Figure 3.8. It is appérent that %he discon-
tinuities in the transient phase error correspond to those in Figures
3.1 through 3.7. Note that at the peak of each cycle of the transient

phase error a discontinuity occurs unless the slope is zero at that
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point. The slope at successive peaks of the phase error is a’mopotoni-
cally decreasing function of time. This condition is necessary to

gunarantee acquigition.

3.6, ELRPLL Acquisition Time

Figure 3.8 shows that the acquisition time of the ELRPLL has & mini-

mum for & = .707. An analysis of Viterbi's [31] expression for the ac-

quisition time of a PLL with szinusoidal phase detector characteristic

reveals that its acquisition time also exhibits a minimum for £ = Lﬁf”o
His expression after changing notation is

e knaTlB (ae*(0)1%/k (3.35)
s L ‘
which is assymptotically accurate for large Af‘(0). Using equations

(2,16) and (3.6) in (3.35), (3.36) is obtained.
10 x P+ 1B) [ae(0) 1% 328" (3.36)

Differentiating Tg with respect to &, setting the result to zero and
solving for &, the minimum Té[éf”(@)] is found to occur at & = 1A2.
Figure 3.9 is a plot of ?;L&f”(o)] for ¢é(0) = 0 and several values

of & for the ELRPLL. It is apparent from the slope of the plots that T;

has a quadratic dependence gn ﬁAf”(O)ﬂ and that T; also has a minimum at

B = ,707 for any Tg such that 10 < Té < 1000. Frém these observations

and intuitive reasoning it is hypothesized that

1 = KlTé,/NE (3.37)

or that

1 211+ 1827 [a09(0) 1% 326 (3.38)

for |&f°|/N > 1. This hypothesis is tested by determining K, for one
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value of & from Figure 3.9 and then comparing (3.38) with Figure 3.9 for
several values of §. T; for € =1, N =1, and ]Af”[/N =2 ig 25. There-
fore
K, = 23326 /n2(1 + 420 ae’® = L1h9 (3.39)
Table 3.1 compares (3.38) and Figure 3.9 using K, = 2149 for N = 1

and Af? = 2.

Table 3.1
Verification of Acquigition Time Model Hypothesis

3 T; Figure 3.9 Equation (3.38)
35 | 39 39.8
oD 23 2% .6 -
.TOT 19 19.9 o
1.0 23 2%
1okk 34 33,5
Note that the comparison in Table 3.1 is very favorable. Hence it is con- w

cluded that (3.38) for K, = .149 is a good model for the ELRPLL high S/N

1
acquisition time when |Af‘|/N > 2,
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IV, ELRPLL SYSTEM SIGNAL GENERATOR AND CHANNEL

This chapter along with Appendix B describes the experimental ELRPLL
system built for and used in this study. The block diagram of the system
is presented and the system is discussed. The circuits and other techni-
cal considerations including system accuracy are discussed in Appendix B.

A description of the transmitter or signal generator and the channel
is also included. The circuit diagrams and technical considerations of

this test fixture including system accuracy are in Appendix C.

4,1, Experimental ELRPLL System

The novel feature of the ELRPLL is the phase detector. Section
1.2.3 describes several ways of implementing this phase detector. An
attempt was made to use the Geda analog computer to simulate the ELRPLL.
However this did not work properly. Therefore 1t was decided to build
an ELRPLL in the laboratory. Figure 4.1 is a block diagram of the ex-
perimental ELRPLL system showing the way in which the phase detector is
implemented. The linear modulo 2Na characteristic is synthesized in
three steps. One part of the system determines the modulo n/2 phase
error, a second part adds the quadrant information, and the third part
determines the modulo N number of 2n radian cycle slips.

The system input is J2 and the normal output as a FM demodulator is
J18. A pair of reference square waves in phase quadrature are generated

from the multivibrator VCO by a pair of flip-flops triggered by
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the VCO output transitions. One of the flip-flops functions as a fre-

quency divide by 2 circuit and is used as a control for the other. The
control is such that the left flip-flop output always leads that of the
right by 1/4 of a period.

The phase detector consists of 2 analog gates and LPFs. The gates
are open when the reference is positive and are closed otherwise. The
LPFs are designed for a cutoff frequency of fc/lO n 10KHz. so as to pro-
vide adequate rejection of the carrier and all higher frequency cross
products. Let the input signal_be

r(t) = A Cos[mct + 9(t)] + n(t), (%.1)
where ;(t) is the modulation waveform and n(t) is the channel noise.
Let the VCO references have frequency, @ + é(t), where é(t) is the VCO

input waveform. Then the output of the upper LPF is

e, = - ééftl-s:m[(wc ~ mv)t + 0(t) - o(t) + y(t)] - (4.2)

8

and the output of the lower LPF is

o = - A5k conl(o, - )t + 0() - 0(t) + ¥(8)],  (4.3)
where
A(t) = [(& + 0, (8))% + n,5(6)1°2 (4.4)
nd ‘ 7 '
) ¥(t) = Tan g (6)/ T4 + ny(0)1). (1.5)

nl(t) and n2(t) are obtained by splitting n(t) into two components that

are in phase and out of phase with the modulated signal, A Cos[wct +

*(t)].
The Sin and Cos Phase Inverters provide isolation of the analog

gates from the Numerator and Denominator Generator (NDG) as well as
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further filtering of the phase detector outputs. They also produce a
phase inversion that is needed by the Sin and Cos Zero Crossing Detectors.
These Zero Crossing Detectors generate binary signals that depend only
on the sign of their inputs.

The output of the Inverters and Zerc Crossing Detectors are used
by the NDG. The NDG is an analog multiplexor. Bach of the eight anslog
gates is open when the appropriate binary signal from one of the Zero
Crossing Detectors or from one ofAthe sign changers within the NDG is

positive. The numerator output is

s (4.6)

ey = A[SinasB SGN(COS®B> - Costy SGN(Sin@B
and the denominator output is
ep = ~.A[sln@B SGm(slmB) + Cost SGN(COS®B>] ’ (.7)
or more simply
ep = -Al]sinog] + H[cose 1. (4.8)
These two outputs aré designed so that
°N
P B, r -
) Tan[(¢} + n/u)Mod /2 a/u]. (4.9)

The Philbrick Analog Divider performs this operation. The Arc Tangent

Converter output is [®B + n/h}Mod /2 " /b,

There are several reasons why it was decided to calculate the modulo
n/e phase error. The method is not sensitive to the value of A and it
permits the studying of the case for ¥ = .25 and .5.

Since the denominator input to the divider is always less than zero
except for very short times when both inputs go to zero, ian theory the

divider output never saturates. In practice it seldom saturates.
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The Zero Crossing Detector outputs are also used by the Quadrant
Detector. This device generates a signal proportional to the quadrant

of the modulo 2x phase. This signal is

iq = [0g + aly oy o = [0+ /bl /2" 3n/ k. (4.10)

The Cycle Slip Detector detects each time ¢elMod o = 2n and generates an

"add" or "subtract" pulse. If ®e >0, an add pulse is generated and a

°

subtract pulse if &e < Q0. The case of ¢e = 0 is irrelevant since

$ cannot pass 2n for ®e,= 0. These pulses are counted and the

B'Mbd 2n
instantaneous modulo N count of the number of positive minus negative
pulses is stored by the 10 Bit Counter. However the number of bits used
can be varied and hence N can be changed in steps of 2 to 1 ratio from
.25 up to 1024, The D to A convertef in the counter generates a current

related to the instantaneous count. If the count in the counter is Nl

i,= [N - N2+ 5], o n+ W2 (4.11)

The output signal is translated by N/2 + .5 so that the output is sym-
metric about the origin. This generates a symmetric phase detector
characteristic with a range of Nn radians in both the positive and nega-
tive directions.

The three components of the phase error modulo 2Nn are summed in the
lower right hand corner block. The output of this summer drives the loop
filter. The loop filter consists of five operational amplifiers; three
of which are connected as integrators and the remaining two as summers,
The time constants of the three integrators are Tl’ Tj and TAD The time

constant and initial condition of each integrator can be set independently

of the others. By setting T, through Th to » the system is a first order
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loop. If Tl is then made finite the system is a second order loop with
ideal integrator. Then if T3 is made finite the system is a third order
loop, and finally if Th is made finite the system is a 4th order loop.

The loop gain can be changed by varying K. The transfer function of the

F(s) =K{1+ﬁ—§[1 +§§;<1+§i—§>}} . (%.12)

The loop filter output, 6(t), is an estimate of the modulation

loop filter is

waveform and is available at J18 as a loop output signal. It also de-
termines the VCO frequency. With this system first and second order
ELRPLL with bandwidths from 1 Hz. to 1000 Hz. can be simulated. For

second order loops a wide range of damping ratios can be accommodated.

The third and fourth order loops are not considered in this study, but

they can be simulated by the system.

4.2. Experimental Signal Generator and Channel

This section describes the block diagram of the Signal Generator
and Channel., The details of this system are contalned in Appendix C.

The experiments planned for the ELRPLL require the use of an ac-

curate stable signal generator with calibrated FM and additive, band-
limited, white, gaussian channel noise. 8ince there was no readily

available device meeting the requirements, the system shown in Figure

4.2 was built in the laboratory.

The VCO frequency is controlled by the sum of the modulatioh at-
tenuator and carrier frequency set outputs. The output level of the VCO
is set by an attenuastor and added to the attenuated input noise. The(
spectrum of this gaussian noise is essentially flat up to 200 KHz. The

combined signal is passed through a band pass filter with a center
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Figure 4.2, Signal Generator and Channel.

frequency of 100 KHz, and a 3 db bandwidth of 10 KHz. This filter has a
7 pole butterworth response. Its purpose is to simulate the band pass of
the receiver that normally preceeds a PLL. The output amplifier increas-

es the signal plus noise level so that its maximum amplitude is 3 V RMS.

The S/N level at the output can be varied over a -60 to 60 db range,

and the frequency over a range of 95 to 105 KHz.
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V. EXPERIMENTAL ACQUISITION TIME

This chapter describes the acquisition time experiment for the
ELRPLL and presents the experimental results. An approximate acquisi-

tion time model is presented and discussed.

One of the most important parameters of any PLL system is its ac-
quisition time. Often the carrier freguency of a received signal is
unknown because of doppler shift. If the S/N level in a band suffi-
ciently large to include the unknown frequency carrier, is much less
than O db it can be very difficult to locate the carrier and determine
its frequency.

One of the uses of a PLL is to determine the freguency of such a
signal. However, it is often necessary that this acquisition take
place as quickly as possible. Viterbi [31] has shown that when the
S/N is large the acquisition time of a PLL isg proportional to the square
of the frequency error. In Chapter III it is also found to be true for
the ELRPILL. A search of the literature reveasled no theoretical or ex-

perimental model for the low S/N seéond order PLL acquisition time.

Unhran [27] gives some experimental data for the first order PLL. There-

fore a great amount of time was spent in determining an acquisition time

model. This model includes the effect of loop bandwidth, damping ratio

and W, VCO frequency error, S/N level and carrier frequency.

Section 5.1 describes the experiment. Section 5.2 presents the ex-

perimental data and Section 5.3 presents and discusses a regression o
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analysis model obtained for the ELRPLL.

5.1, Acquisition Time Experiment

Acquisition time is defined rather loosely in the literature as the
length of time needed for a PLL to acquire synchronization. In this
study a measurable criteria is defined by (2.9), (2.10), and (2.11). The
first equation 1imité the maximum frequency error to BL/2 for acquisition
to be completed. The second requires that the initial and final fre-
quency errors need to be of opposite_sigﬁ and the last regquires that the
phase error be less than one twentieth of the phase error range.

Figure 5.1 is a block diagram of the Aéquisition Time Experi-
mental Set Up. The block diagram of the ELRPLL and Loop Control System
is Figure 5.2. The control system consists of six level detectors, co-
incidence logic and a control system. The level detectors are connected
to various points in the ELRPLL system. One is connected to J28 and is
used to test when the phase error passes through zero. When this occurs
the coincidence logic generates a staft output and closes the loop fil-
ter relays BLl through RLA and opens the initial condition applying re-
lays RL5 through RL70 This determines the initial phase and frequency
errors. The start output also starts the counter timer. Two more level
detectors are used to determine when (2.9) through (2.11) are satisfied.
When this occurs the coincidence logic generates a stop pulse to stop the
timer and open RL, through RL, . This ﬁuts a "hold" on the integratoré in
the loop filter. The coincidence logic, when in the automatic mode, auto-

matically resets the control system after one second and repeats the above
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process. This facilitates the taking of data. If noise is included in
the ELRPLL input it is necessary to take several samples at each paramet-
er point in order to determine the statistics of the acquisition time.
Further information concerning the operation and description of this con-
trol system is contained in Appendix D.

Using this system, statistical acquisition time data is obtained
for several ELRPLL and signal parameter values. The parameters that are
varied are the ELRPLL damping ratio, the phase error range constant N,

the S/N level, the initial frequency error and the carrier frequency.

5.2, Acquisition Time Data

This section presents the normalized acquisition time data. This
data is plotted as a function of N/S level on log/log plots. Fach graph
has a legend giving the values of &, BL’ AF?, and N. There are separate
graphs for different values of carrier freqﬁencyo The carrier frequenéy

is normalized with respect to the IF center frequency and bandwidth.
£l = == . (5.1)

The low S/N acquisition time data is normalized with respect to the
high S/N acquisition time data to facilitate a comparison of the data
for different parameter values. The S/N level is normalized with re-
spect to the ELRPLL bandwidth BLo

Since. there is a large number of data sets for the cases of fé = 0

and .1, two graphs each are used to present this data.
Figures 5.3 through 5.9 are the graphs of the normalized acquisition
time versus the N/S levels. For most cases the acquisition increases with

decreasing S/N level. The few exceptions are for certain cases when

{
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£, S, <, (5.2)

or

fo 2%, > L. (5.3)
For either case the majority of the noise generated cycle slips are in
the opposite direction as those due to frequency error. It is proposed
that this condition tends to decrease the acquisition time but the

mechanism is not well understood.

The slope of Ta with respect to N/S is strong}y dependent on fc and
N. For large N and fc this slope is greatest and for small N and large
fc the rate is small. For small fc the slope is a decreasing function

of N.

5.%. MAcquigition Time Model

This section introduces a mathemstical curve fitting procedure
called regression analysis, and presents a mathematical model that pre-
dicts the average acquisition time as a function of several ELRPLL sys-
tem and signal parameter ifalueso

Regression analysis [8] is a technique whereby a mathematical model
for predicting an event can be determined from experimental measurements

of that event. The user must supply a model with undetermined coeffi- -

cients. These are optimized by the regression so that the model fits
the data with a minimum square error goodness of fit.

Ideally, one needs to know the nature of the model. When this is

not known, intuition based on examination of the data must be employed

to determine an initial model. After trying to optimize this model, one

i

can analyze the residuals or differences between the data and the i

TR,
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prediction to obtain ideas for improving the nature of the model. This
process is repeated until the desired degree of accuracy is attained.

A disadvantage of regression analysis is that the models obtained
are usually very complex because their true natﬁre is unknown and must
often be guessed. Therefore a digital computer is often necessary to in-
terpret the model.

An advantage of regression analysis is that it simplifies interpola-

tion between the original data points. This is very difficult to do With-

out & model when the data is stocastic, or if a multidimensional, or mul-

tiple order interpolation is desired. However the regression model is
not useful for extrapolation beyond the data.

To be more precise let there be L data samples. Let Xi be a 6 ele~
ment column vector where its elements are the values of six parameters
of the ELRPLL and the signal for the ith sample. Let @a(xi, B) be the
model for the predicted acquisition time where B is a K component vector

of parameters to be optimized. The criteria of optimality is the mini-

L 2
€= Z [Tai " T (Xi’ B)] Yy (5:4)

o i=1

mization of

where LA is the weighting associated with the ith data sample, Taio

Throughout this study the weighting used 1s the inverse of the wvariance
of the data sample. For this reason 10 dats samples are taken at each
point in the parameter space. These are averaged to determine T;ie The
variances of the sample means are also celculated. These are used to
determine the weights. The variable R2 is a commonly used goodness of

fit criteria. It is given by

>
o
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R 1~e/ic%i-@f, (5.5)
i=1

where
L
;]—:; = ':L T W ° (5"6)
a L ai'i
i=1
cn s 2 Al - el 2 2
A perfect fit yields an R = 1. Ta(Xi, B) = T, vields R = 0. R is

analogous to the square of the commonly used correlation coefficient p.

A non-~linear regression analysis computer program called NONLIN and
a linear regression analysis program called WRAP obtained from the Pur-
due University Statistics Department are used to select B such that (5.%)

is minimized. WRAP is used to analyze the highvS/N subset of the data

for several models. It is found that a modification of Viterbi's [31] i
result for lock time equation (3.36) gives an 32 of 985, Here the data

A
included is for baseband S/N > 35 db. The high S/N model, T’

ah i s i
A
T;h = [B, + B,f(¢) + BBIAffl + Bhf2(§) + BSIAffi £(¢&)
+ B ]Af’|2 + B lﬂf’lg £{&) + B ]Af”|5f(§)
6 4 7 8 ‘ 3
2 h‘ 4 3 2 o
+ Bgfﬁf'] + Bloiﬂf.i In=, (5.7) o
where N
£(E) = £2(1 + W2V 308t | (5.8) b

The prime indicates normalization with respect to BLQ The values of Bi

are given in Table 5.1.

The theoretical result, equation (3.36), corresponds to the B, term

7

in (5.7). The value of By = .1784026 compares favorably with = 149,

The linear terms in Af?, B3 and B5 and the constant terms, B, and

-
A
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Table 5.1

High S/N B, for 1 =1 to 10

B

o

136.2357
- L. Th6TT6
5.348066
.03686420
1380053
2.494088
.1784026
. 006256406
.008781083

2359511

O\ O~ O\\JT &N O -

L]

|

B, improve the experimental model for small lace|/n .

The data for large |Af’I/H appears to depaft from a quadratic de-
pendence upon lAf’] and appfoaches a linear dependence on Iﬁf’] again.
There does not apﬁear to be a theoretical reason for this chahge»but it
geems to be a limitation caused by drift of the voltages and components
in the experimental system. This effect is included in the regression
model by the third and fourth order terms of |Af’]|. This effect could
be included in a more accurate way by dividing tﬁe above model by a first
order polynominal in [Af’l/No This was not done since WRAP is only ap-
plicable to models that ére linear in Bio NONLIN is applicable to any
continuous non-linear model and could be applied here but this effect
is parasitic and therefore not of theoreticgl importance. The investiga-~
tion along this line was not carried further.

A?;F: trying several mbdels for the general S/N cagse it was deter-~
mined that the acquisition time dependence on the S/N is 5est approxi-

mated by an exponential function. . NONLIN is used to obtain an optimum
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set of parameter values for the exponential model. The model is

A A
4 e ra 4 °5 05 28
TS =T, Exp{(N/S[Bll + [Af‘ | (312 + 1319N + By N + lelfc] +

” P " ) : wieD 5
B,¢) + BlEIAf‘ | + BysfS 2y + V(B + By, [£0]"7 + Bygf)]

1 °5 1] °5
+ 3265’) + N(Bl5 + 327|fcl + Beslfc] + Bzgg) + |fc[ (516+B3o§)

1 .2 s[5 P
+ |fc|(Bl7 + Bilg) + Bigk + (N/s) (By, + Bss lAf. [*7 + BﬁhlAf |

e

o5 wyed
+ By N7+ By N + B37If’c]

- B58|f¢] + 339“}, (5.9)

where

it

3] -
£ = [f, fO]/BL (5.10)
The optimum set of Bi’ i=1, °°°, 39 ig given in Table 5.2, It is not-

ed that the values of Bi’ i=1, °°°, 10 are only slightly different

1

from those given in Table 5.1. This model results in an R2 of .988.,

It should bé emphasized that the low S/N model is emperically de-
rived aqd that additional data will probably give much greater insight
as to the exact nature of the low S/N acquisition time dependence on fé,
JAN i BL’ N and S/No An examination of the residualg based on this
model indicates that the fit for most of the data is quite good. There
are cases for which the fit is poor. These are for large ffgi and large
N. There are also several values of &F° for which the fit ié pooOr .
These are - 1.33, 2.67 and Af‘ 2 - 7080‘ There does not seem to be a gen-
eral trend since for Af° = - éo67 the fit is good.

For fé = = ,25, it,appears that the model is poor. For this case
the initiai and final frequencies are on symetrically opposite sides of

the input noise spectrum: For the other data, both points are on the
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Table 5.2
Final Bi for 1 = 1 to 39

i "Bi‘
1 139.325458
2 - 4.854%155
3 - 5,78910118
b 0376510209
5 - 131120192
6 2.75745172
T 174072319
8 - .00555608252
9 .00961498892
10 - 291347655
11 -250,102571
12 116.432715
13 - 8.39448372
1k 136.780342
15 - 29.5281854
16 - 63,6606611
17 11.0358370
18 71.858413%
19 1.172813k4k
20 -04T9439337
21 .0216635654
22 ~ 30.8514584
23 - 00476079058
2k 1.56316733
25 - 3,24723681
26 - h2,.7491549
27 - 1.21578248
28 750814398
29 1 9.77283735
30 37.3890090
31 - 4.68228870
32 1809.18859
33 331.694756
34 86.9580755
35 -2538.86699
36 186.766918
37 34.9421937
38 - 5.31458145
39 837.582137
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same side of the spectrum. It appears that the former condition tends to
complicate the model.

It is believed that the model would have been easier to obtain and
interpret if fewer parameters héd beeﬁ investigated. That is, if the
deta had been restricted %o the case of fg‘= 0, ¢ =1and B = 75. By
considering more points of Af, S/N and N, and a more uniform selection of
points in this space, it would have been possible to obtain a more mean-
ingful and accurate model.

It is possible to give a few rules of thumb concerning the low S/N
acquisition time. In general the data indicates that the acquisition
time has an exponential deﬁendence upon the N/S level. For all cases

considered it is conservative to say that

A A
To =T/, Exp[1800 N/s]. (5.11)

]

e
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VI. EXPERIMENTAL THRESHOLD

The FM threshold experiment for the ELRPLL is described and the
results are presented in this chaptera' A few genersl conclusions are
made.

In view of the difficulties experienced by other authors in at-
tempting to obtain a theoretical model for the PLL threshold it seems
desirable that an experimental investigation of the ELRPLL threshold be
conducted.

The first problem is the selection of a threshold criteria. Then
an experiment is designed to determine conditions for which the cri-
teria is satisfied. An experimental system is designéd and implemented.
After these preliminaries data is taken using the experimental model.
This data is analysed to determine when the threshold criteria is satis-
fied.

This chapter selects a threshold criteria, describes an experimental
procedure to determine threshold along with the egperimental system and
presents data in graphical form taken using this experimental procedure.
This is done for a clasgs of signal and ELRPLL parameter values. The
class includes several values of sinusoidal modulation frequency, ELRPLL
damping and N. For comparison, data is taken for a first order ELRPLL
and for a PLL with a sinusoidal phase detector. A set of plots is also
obtaineg for various N and modulation bandwidths for the case of band-

limited white, gaussian, random modulation.
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6,1. Criteria for Threshold

Chapter II discusses in some detail the various definitions that are
used as a criteria for the FM improvement threshold. Threshold is de-
fined in this study as the minimum input S/N level referred to the output
band for which there exists a value of the modulation index for a given
output S/H level. The appropriateness of this definition appears when
one considers a typical input/output s/N plot of an FM demodulator for
a class of modulation indexes. In general this family of curves defines
the boundary of a forbidden region similer to that which Develet [6]
gives in his Figure 4 for the PLL threshold and Shannon'‘s limit. ‘This
definition was selected becéﬁse it seemed to provide the best cémbina-
tion of the qualities of measurability and relevance to the intuitive
notion of intelligibility of the demodulator outputo‘ It is easily

used for various modulation spectra.

6.2, Threshold Experiment

There are at 1east two procedures that can be used to determine the
FM threshold of the ELRPLL using the above definition. The first, which
is not used, is to measure the output S/N versus input S/N level and ad-
Just the modulation index so that for a given level of output S/N the in-
put S/N referred to the output band is minimized. The second, which is
used, is to measure and plot the output S/N as a function of the input
S/N for a class of modulation indexes. This procedure has been used tra-
ditionally to demonstrate graphically the departure of the output S/N
from & linear dependence upon the input S/No When each family of input/
output (I/O) S/N curves is completed the threshdld level is defined by

a curved line drawn tangent to the upper left corner of each curve of the

Wi

G
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family. This procedure was chosen in preference to the first because it
provides more than just the threshold information. It gives I/O S/N
data .

The ELRPLIL system described in Chapter IV and Appendix B is used to
determine the I/O S/N plots. This experiment has two parts. Part one is
for sinusoidal modulation and part two is for bandlimited, white, gaus-
sian, random modulation. They are considered in that order. These two
choices are made because it _is felt that they represent two extremes of
the various types of modulation waveforms. The first is the most deter-
ministic and simplest of all the non-trivial types of modulation and the
second represents the most undeterministic and complex of all the prac-
tical types of modulation. It is intuitively felt that these two ex-
tremes give a better feeling for the upper and loﬁer bounds of the
threshold dependence upon modulation spectrum than any other pair of

choices.,

6.2.1. Sinusoidal Modulation

The experimental FM threshold of the ELRPLL for the case of sinu-
soidal frequency modulated carrier with additive, bandlimited, gaussian,
noise is considered in this sectionq Figure 6.1 is a block diagram of
the test set upused to measure the I/O S/N datao

The sinusoidal modulation is generated by the HP 200CD signal gen-
erator. The modulation index is set by the HP 350D attenuator. The
GR 1390B noise generator generates the random signal necessary for the
additive channel noise., The input g/N level is set by the second HP
350D attenuator. The frequency modulated carrier is added to the fandom

signal and the sum is filtered by the channel filter. This filter has a
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linear 7 pole butterworth response. The 3 db bandwidth is 10 KHz. and

the center frequency is 100 KHz. This approximates the IF response of

most receiving systems where a high level of adjacent channel rejection

is desired and little frequency distortion in the pass band can be tole-

rated. Appendix C gives more detailed information concerning the Signal

Generstor and Noise Adder.

The output of the simulated IF drives the ELRPLL. The loop filter

output of the ELRPLL drives the LH-42D IPF. This filter has a 7 pole

butterworth low pass linear response. The 3 db cutoff frequency is ad-
5 justed to the frequency of the modulation as is usually done. The modu-
7 lation is also delayed in the second LH-42D by an amount of time equal
to the delay of the channel and demodulator.

The delayed modulation replica and the demodulator output are com-

bined in the Threshold Test Fixture. Appendix E gives a detailed de-

m} scription of the Threshold Test Fixture and its principles of operation.

This fixture operates on the two inputs and uses a multiplier to provide

real time mean square estimates of the signal power, the signal plus

noise power and the noise power. Thege are measufed by the Digital DCVM.
The data obtained in this manner is computer processed to correct

for known measurement biases, such as meter loading of the circuits and

non-ideally bandlimited channel noise spectrum. For further details see

Appendix E. From the corrected data an estimate of the output S/N level
in the output band is calculated. This data is plotted in Figures 6.2

through 6.14. In each figure the I/0 S/N referred to the output band is

plotted for several values of the RM3 modulation index. The RMS modula-~
tion index is defined as the BRMS frequency deviation divided by the

modulation frequency or bandwidth. This is done to facilitate a
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comparison of the threshold results for the sinusoidal modulation case
with those for the random modulation case. On all the I/O S/N curves
the modulation index is labeled in db and in ratio. In each case the
number in parentheses is the ratio. Here db is‘understood to be 20 log
of the ratio. The term B is the modulation index.

Throughout this study the modulation frequency has been normelized.
This is done by dividing the modulation frequency or bandwidth by the
bandwidth of the ELRPLL.

| The output noise is determined by subtracting the output signal
power from the output power. For the high S/N case the quantities are
nearly equal. Therefore the accuracy of the calculated noise power is
a decreasing function of the output S/N level. The measurements are
only accurate to 2 significant figures for the high S/N case. Therefore
the output S/N level calculation is poor above an output S/N of 10 db and
is useless above 20 db. Data is only considered when the output S/N is
less than 20 db. The high S/N curves are obtained by determining the
high S/N theoretical FM asymptotes. Each composite curve is based on a
combination of both the data points indicated on the plots and these
asymptotes.

Figures 6.2 through 6.5 are the I/O S/N curves of the second order
ELRPLL for a modulation frequency of 0133; damping ratio of 1 and for
values of N = 1, 2, 8, and 32 respectively. In the first two cases the
maximum modulation index is limited by the cycle slipping of the ELEPLL.
In the latter two this is not the case. The effect of the cycle slip-
ping due to modulation causes the horizontal displacement of the curves

in the neighborhood of 10 db output S/N level. At high modulation index

o
!
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the modulation alone will cause cycle slipping. InFigures 6.2 and 6.3 © -
the highest index used is the maximum value that will not cause cycle
slipping. Here only a very small amount of noise is needed to cause
ecycle slips during modulation peaks. These cycle slips cause distortion
and hence suppression of the output signal and the discontinuities gen-
erated as a result cause the output noise to increase rapidly with a
slight decrease in the input S/N level. Because of this the curves in
Figure 6.2 for B > 8 db have a left shift for increasing input S/N near
the output level of 10 db and appear to have steeper slopes to the right
of this shift. A similar phenomenon is apparent in Figure 6.3 for

B > 17 db and in several other figures.

Figure 6.6 is a comparison of the threshold curves obtained from
Figures 6.2 through 6.5. Each threshold line is obtained by comstruct-
ing a curved line tangent to the threshold break point of the’curve for
each value of modulation index. This is done since it is not poséible
to obtain I/O data for a continuous class of B. Therefore the threshold
curves are approximated between tangencies by a smooth curved line drawn
so that the tangent line and its derivative are continuous. Figure 6.6
is a comparison of the threshold curves for several values of N for fé =
.13% and £ = 1. It is noted that the case of N = 0 is for a PLL Withha
sinusoidal phase detector characteristic. This data is obtained from
Figure 6,18 and is included here for comparison.

Note that for input S/N < 1k db, N = 0 gives the lowest threshold.
For input S/N > 21 db N = 32 gives the lowest threshold of the class of
N considered. Between these two levels of input S/N, N =1 is optimum.

For input S/N < 22 db, N = 2 yields the highest threshold. It ig
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not understood why this occurs since for Figure 6.16 the threghold level
is monotonic in N at the high and low S/N ends of the curves.

For sufficiently high modulation index, the threshold line is deter-
mined by the modulation. Therefore the threshold lines theoretically ap-
proach an angle of MSQO This is clearly seen to occur for N = 0, 1 and
2. However this portion of the curves for N > 8 is off the graph and is
not shown.

When the input S/N level is greater than 21 db the threshold of the
FLRPLL for N > 8 is at least 4 db greater than that of a FLL. When the
input S/N level is greater than 22 db and N > 8 the threshold improvement
is greater than 15 db.

Figures 6.7 and 6.8 are the I/0 /N curves for the case where N is
1, modulation frequency is .133 and damping ratio is .5 and 2 respec-
tively. Here the maximum modulation index in both cases is limited by
cycle slipping. This causes a horizontal offget similar to that in
Figures 6.2 and 6.3,

The threshold of the ELRPLL for f; = ,133, N = 1 and several values
of & are compared in Figure 6.9. This.data is obtained from Figures 6.2,
6.7, 6.8 and 6.1%. The case of £ = » is for a first order ELRPLL.

The threshold is lowest for the first order ELRPLL except for input
S/N levels in the neighborhood of 20 db. In this région it is concluded
that for £ > 1, & has no effect upon the threghold since the curves are

so close together. Outside this region the threshold is a monotonic

function of §£.

Figures 6.10 through 6.12 are the I/0 S/N curves for the ELRPLL for

the case of N = 1, & = 1 and modulation frequencies of .267, ,067, and
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.027 respectively. For all three cases the maximum modulation index is
limited by cycle slipping. In each of these cases the same horizontal
offset of the curves as mentioned above is evident in the O to 10 db
output S/N region.

The thresholds for the ELRPLL with N = 1, £ = 1 and several values
of fé are compared in Pigure 6.13. This data is obtained from Figures
6.2, 6,10, 6,11 and 6.12.

The threshold is loweved for input S/N > 18 db by decreasing f-
and for S/N < 18 by increasing fgo Since fé = fm/BL the threshold éan
be reduced for high input S/N le&el by incréasing the loop bandwidth.

Figures 6.14 and 6.15 are the I/0 S/N curves of the first order
ELRPLL for the case of .133 modulation frequency with N = 1 and 2 re-
spectively. In both cases the same horizontal offset as mentioned is
evident.

The thresholds for these cases are compared with that fgr the
first order PLL with sinusoidal phase detector in Figure 6.16. The data
for the latter case (N = 0) is obtained from Figure 6.17.

When the input S/N level is greater than 21 db the first order
ELRPLL has a lower threshold than the PLL and the threshecld is a mono-
tonic function of N. Below this level the relationship is reversed and
the PLL, has the lowest threshold. However the threshold improvement of
the PLL is less than 2 db worst case and that of the ELRPLL for input
S/N > 25 db is better than 15 db.

In order to provide a meaningful means of comparing the threshold

properties of the ELRPLL with those of a PLL having a sinusoidal
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characteristic, a set of data is cobtained for tﬁe latter system using
the same equipmeﬁto The first order and second order loop with &€ = 1
are considered for the case of f135 modulation frequency. This data is
presented in Figures 6.17 and 6.18 respectively. The threshold for the
first order PLL and for the second order PLL with £ = 1 are compared in
Figure 6.19. It is apparent that the first order PLL has a 2 db lower
threshold than the second order PLL with & = 1 for high S/H levels. It
is also apparent that the first order PLL can demodulate a signal with
a slightly higher modulation index. Comparing Figures 6.9 and 6.19 it
is noted that the first order ELRPLL also has a slight threshold ad-
vantage at high input S/N levels.

In general it is concluded that for the case of sinusoidal modula-
tion there are 2 mechanisms whereby one can exchange low input S/N
threshold for high input S/N %hresholdo From Figures 6.6 and 6016 it
is clear that increasing N improves the high S/N threshold of the
ELRPLL. From Figure 6.9 one sees that increasing BL improves the high
S/N threghold. A comparison of the three figures shows that for the
cases consldered the same improvement in threshold can be obtained by a
2 to 1 change in N or BLO Since it is easier to increase EL than N, the
optimum FM demodulator of those considered is the ELRPLL with N = 1.

Then one can optimize B for the lowest threshold for the imput S/N

range of interest.

6.2.2. Random Modulation
The experimental FM threshold of the ELRPLL for the case of band-~
limited, white, gaussian, randomly modulated carrier with independent,

additive, bandlimited, white, gaussian, channel noise is considered in
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this section. Figure 6.20 is a block diagram of the testset upused to
measgure the I/O S/N data .

The random modulation originates in the GR 1390B noise generator.
The modulation level or index is set by the left HP 350D attenuator. Be-
cause it is desirable to have the modulation spectrum flat down to zero
frequency and since the GR 1390B has a low frequency cutoff of 5 Hz. it
is necessary to frequency translate the noise generator spectrum. This
is done by the Random Modulation Generator. Appendix F gives further
details concerning the operation of this test fixture. The spectrum of
the modulation is shaped by one section of the SKL 302 filter. This
electronic filter has a controllable cutoff frequency and a 3 pole but~
terworth response. The noise generator alsoc provideg the random signal
necessary for the channel noise. The spectrum of the nqise is bandlimit-
ed and added to the modulated carrier ag descri?ed in Section 6.2.1 and
Appendix C. Since the spectrum of the noise used for the modulation and
that used for channel noise do not overlap the two signals are indepen-
dent. The output of the simulated IF drives the ELRPLL. The loop fil-"
ter output of the ELRPLL drives the SKL, 302 LPF. This filter has a 3
pole low pass butterworth linear response. Its 3 db cutoff frequency is
adjusted to equal that of the modulation.

The modulation is also delayed by the two cascaded sections of the
LH-42D for an amount of time equal to the delay}of the combined channely
and demodulator. It is important for this filter to npt cause excessive
frequency distortion of the modulation waveform. Since the delay per

section of a low pass filter is invergely proportional to the cutoff fre-

quency it's necessary to cascade thesections of the LH-42D in order to
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have sufficient delay without frequency distortion. The same Threshold

Test Fixture as used in Section 6.2.1 is used here to provide estimates

of the signal and noise powers. These are measured by the digital DCVM

as before. Appendix E describes this test fixture and the principles of
its operation.

The data obtained in this manner is computer processed to correct
for known measurement biases, such as meter loading of test circuits and
non-ideally bandlimited channel noise spectrum. For further details see
Appendix E. From the corrected data an estimate of the output S/N level
in the output band is calculated. This data is plotted in Figures 6.21
through 6.26. In each figure the I/0 S/N referred to the output bénd is
plotted for several values of the modulation index. The same defini-
tions used in Section 6.2.1 are used here.

Figures 6.21 through 6.23 are the I/0 S/N curves of the second
order ELRPLL for a modulation bandwidth of .133, damping ratio of 1 and
N =1, 2 and 8 respectively. The maximum output S/N level is limited
by the frequency distortion caused by the ELRPLL transfer function.

Figures 6.24 through 6.26 are the I/0 S/N curves of the second or-
der ELRPLL for a modulation bandwidth of .067, damping ratio of 1 and
N =1, 2 and 8 respectively. The maximum output S/H level is also limit-
ed here by the frequency distortion caused by the ELRPLL transfer func-
tion but the limitation occurs at much higher index levels.

The threshold curves for the data in Figures 6.21 through 6.26 are
plotted in Figure 6.27. The threshold at low input S/N is increased by
decreasing N or decreasing Bm, the modulation bandwidth., For input S/N>

20 db the threshold is decreased by increasing N for the cases considered.
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Additional data is needed to determine absclutely whether the threshold
curves for Bm = ,067 cross. However one can infer from the cases in
Figures 6.6, 6,16 and 6.27 for B = .135 that the threshold curves for
Bm = ,067 should cross but that this occurs at a higher output S/N level
than for Bm = ,13%, It is estimated that the crossover takeg place at an
output S/N level of 23 db and an input S/N level of 26 db for B = 067,
The crossover for Bm = ,13% occurs at an I/O S/N of 23 and 13 db respec-
tively. Therefore one can trade 3 db of low S/N threshold for a 10 db
increase in output S/N level by increasing the loop bandwidth by a fac~-
tor of 2.

Comparing Figures 6.6 and 6.27 it is readily apparent that the
threshold of the ELRPLL is much higher for random modulation than for
sinusoidal modulation. The threshold crosscver point on the former is
at 20 db input and 30 db output S/N levels. This is a 3 db threshold
improvement with a 17 db ocutput S/N level improvement. This means that
the threshold of the ELBPLL is very sensitive to the type of modulation.
The threshold of the ELRPLL for N = 1 is better than that of the PLL for
sufficiently high input S/H’levels and sinusoidal modulation. Since
this improvement is caused by a reduction of the rate of cycle slips due
to modulation, it is hypothesized that the ELRPLL has a lower threshold
than the PLL for all types of modulation. However it is not clear how
the ELRPLL compares with other types of demcdulators such as M feedback
and the discriminator for the random and other modulatiqn cases since
the fundamental principles of operation of these devices are not general-

ly comparable to those of the ELRPLL. Furthermore;, this author hag not

found any investigation of their threshold properties for the random
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modulation case. An important problem is that of signal modulation opti-
mization for the particular demodulator being used. It appears that one
can gain several db of threshold improvement Just by choosing the right
form of modulation.

Several attempts were made to determine a theoretical model for the
FM threshold of the ELRPLL. The traditional approaches such as Boon-

toon's technique [2] and the quasi-linearization approaches [11, 30]

require a priori knowledge of phase error PDF. The ELRPLL cbntains a

non-linearity as well as feedback which modify the PDF of the signal :f

from point to point within the loop. In view of this, these techniques |

were not used. .
Finally an attempt was made to determine the rate of 2Nx cycle

slips. It is felt that a first order approximation to the output noise i

power can be made if the power that the noise due to 2Nn cycle slips

adds to the ELRPLL output is known. However this analysis has not yet

proved to be mathematically tractable. This technique is discussed

further in Chapter VII.
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VII. CONCLUSIONS

This chapter discusses and compares the results obtained in Chap-

ters III, V and VI. It also contains a discussion of problems for fur-

ther study. The chief problem for further study is the theoretical FM

7

threshold of the general PLL. A brief outline is made of a technique
that may lead to a solution of the theoretical threghold for a large
class of first order PLL.

o Section 7.l discusses, compares and presents conclusions concern-
ing the ELRPLL acquisition time. Section 7.2 deals similarly with the
wid experimental results for the FM threshold. Section 7.3 outlines areas

o for further study of the ELRPLL and of the PLL in general,

oy {e.l. Acquisition Time

The data obtained in Chapters III and V is compared in this section.
S The theoretical acquisition time data in Figure 3.9 for the case of zero
initial phase error is compared with the normeslized high S/N experimen-~
n tal data obtained in Section 5.2 and the high S/N regression analysis
. model, equation (5.7), in Figures T.l, 7.2 and 7.3 for the case of & =
5, 1 and 2 respectively. In each case the gtraighter of the two lines
is the theoretical result.

The theoretical and experimental results agree very closely except

when {Af’]/N is large. The experimental system long term stability was

not sufficiently good to obtain accurate acquisition time data for cases

.
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when the time was greater than 10 seconds. It was noticed that for the
case of no channel noise the variance of the acquisition time for data
greater than 10 seconds was as much as 100 times 1arger than that for
shorter times. Theoretically the variance shpuld_be zero for the no
noise case. The variation was due to the experimental system drift.
Had these problems not existed it is believed that the acquisition time
date would asymptotically a?proach a quadratic dependence upon lAf']/N
for large [&f°|/N and the high S/N case. The theoretical ELRPLL high
S/N acquisitibn time asymptotes have a slope of 2 on the log-log plots.
Therefore the agymptotic dependence upon fAf’]/N is quadratic and the
improvement in acquisition time is ‘

T = TSKI/NE = ,1k9 TS/N2 a (7.1)

In Section 3.6 and Table 3.1 the large |AF’|/N and high S/N acqui-
gition time dependence on £ 1s the same as that for a PLL. Therefore

T = L1492 (1 + ug2)3m2/32§“m213€ , (7.2)

for ]ﬁfi/NBL > 1 and input S/N >> 0.db. The acquisifion time improvement
of the ELRPLL over a PLL is very éignificant even for the case of N = 1.

There is no theoretical low S/N acquisition time analysis. The
experimental acquisition time regression analysis gives a model that es-
timates the average acquisition time of the ELRPLL for S/N >0 db. How-
ever the dependence upon Af’, N and fg is not accurate for large N and
fgc For the data obtained,'an upper Eound on the average acquisition
time is giveﬁ from (5.11),

A A
T < T, Exp{1800 N/s] (7-3)

For most cases (7.3) is an extremely conservative bound. There are
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a few cases for which the acquisition time is a decreasing function of
N/So This occurs for some situations when the cycle slips due to noise
and those due to frequency error are in the opposite direction or in
other words if

£, > 5, >t 0r g > £ >f (7.4)

The data in Figures 5.3 through 5.9 indicates that the acquisition

time for a given input S/N level is lowest for fg = 0, Therefore it is

desirable to have the carrier frequency near the center of the input
band. It appears that the greater that ]fg[ is, the greater the effect L)
of input noise upon acquisition time. The effect of N, £, BL’ Af and h
fz upon Ta is very complex and that of each of these parameters is not
independent of the other.

When 7.4 is not true, there is an input S/N level below which ac-
quigition does not always occur. This was experimentally observed when
the loop would only acquire synchronizetion on some of the trials for
thege parameter values. The probability of synchronization appears to
be a rapidly decreasing function of N/S for these cases when N/S ex-

ceeds a critical level. s

T.2. FM Threshold

The threshold curves presented in Chapter VI are summarized and con-

clusions concerning the threshold phenomenon are made in this section.
First the sinusoidal modulation threshold is considered and then that
for white, bandlimited, gaussian, random modulation.

From Figure 6.6 it is concluded that the ELRPLL has a lower thresh-

0ld than the PLL for sinusoidal modulation frequency of .133 and loop

o %
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damping ratio = 1 when the input S/N level is greéter than 14 db. When
the input S/N level is greater than 20 db the threshold is improved by
making N greater than 8. The data indicates that the low S/N threshold
can be exchanged for the high S/N threshold by increasing N. It appears
that one can improve threshold for a given level of S/N input by choos-
ing an optimum value of N.

From Figure 6.9 it is concluded that for £ < 1 the threshold is a
decreasing function cof £ for fm = ,13% and N = 1. However for & > 1
there is little change in the threshold for input S/N levels betweén 13
and 25 db. Above 25 db it is possible to reduce the threshold by in-
creasing £ without limit. The limiting case of & = @ corresponds to the
first order loop.

From Figure 6.13 it is apparent that the low input S/H threshold
can be traded for high input S/N threshold by increasing the loop band-
width BLo A 2 to 1 increase in BL produces about the same decreése in
high input S/N threshold as a 2 to 1 increase in N. The critical level
of input S/N is about 17 db. Above this level, increasing 3L is effec-
tive in reducing threshold.

Figure 6.16 shows the effect of N upon the threshold of the first
order ELRPLL with sinusoidal modulation of .133 frequency. When the in-
put S/N is greater than 22 db inereasing N will reduce the threshold.
The effect here is similar to that for the second order loop. Again the
threshold of the PLL is at best only 2 db better than the ELRPLL and for
input S/N greater than 22 db the ELRPLL has a lower threshold than the
PLL.

The threshold of the PLL with a sinusoidal phase detector
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characteristic is given in Figure 6.19, The first order loop exhibits a
2 db threshold advantage over the second order loop for & = 1, and sinu-
soidal .13%3 frequency modulation.

The random modulation case in Figure 6.27 has a threshold crossover
point at 23 db input S/N for Bm = ,13% and probably near 26 db for Bm =
.067. When the input S/N level is greater than 12 db and N = 1, the
threshold of the ELRPLL for Bm = 067 is lower than that for Bm = .133.
In general one can optimize Bm or N for lowest threshold Just as can be
done with sinusoidal modulation. However the optimum values are not
necessarily the same.

In general the following statements can be made for the ELRPILL
threshold with sinusocidal or random modulated signals. The threshold
can be changed by two mechanisms. By increasing BL or N or both one
can trade low input S/N threshold for high input S/N threshold. There»
exists an optimum value of either parameter, in terms of lowest thresh-
0ld, for each input S/N level. Either parameter can be used to optimize
threshold but from the practical standpoint of system simplicity it is
easler to use BLo This is exactly what Jaffe and Rechtin [11] propose
for optimizing the standard PLL. From the standpoint of frequency and
intermodulation distortion of the output of the ELRPLL, it is advanta-

geous to use the largest value of B. consistent with other requirements.

L
Further it is concluded that for input S/N greater than 14 db it is bet-
ter to use the ELRPLL than the PLL since the former has a lower threshold
even for N = 1.

Similarly, the acquisition time of the ELRPLL can be changed by two

mechanisms. By increasing BL or N or both one can reduce the acquisition

uuuuuu
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time. However, here there is a theoretical reagon for choosing BL in
preference to N. 3L has an inverse cubic effect upon the acquisition
time but N only has an inverse quadratic effect. The ELRPLL for N = 1
has a high S/H acquisition time that is .149 times as lo?g as that for
the PLL. This author could not find any study of the low S/N acquisi-~
tion time of a PLL with a constant plus integral filter. Therefore, a
comparison is not made for the low S/N ELRPLL acquisition time case.,
Based on these conclusions it appears that the ELRPLL has a signi-
ficant threshold, acquisition time, and intermodulation distortion ad-
vantage over the PLL. The last of these advantages was not investigated
here but it is rather clear that a more linear system will cause less

distortion than a less linear one.

7.3, Areag for Further Study

This section poses several questions that need further investiga-

tion concerning both the general PLL and the ELRPLL.

T.3.1. Low /N Acquisition Time
Further work 1s necessary on the experimental acquisition time. Ad-
ditional data is needed to improve the regression analysis model. In
particular the effects of Af and fz need further consideratién°
At the time of this writing there is no theoretical low S/N acqui-~
gition time model. This appears to be a very difficult problem because

of the complications caused by the random cycle slip phenomenon.

T:-3.2. Threshold

An attempt was made in this study to obtain a theoretical threshold

result for the ELRPLL. The approach is to determine the noise in the
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output band of the ELRPLL due to cycle slips of 2lx radians. It is hypo-
thesized that threshold begins to occur when this portion of the output
noise power is of the same order of magnitude as the gaussian component
predicted by linear analysis.

In order to determine this noise power the rate of 2Nz radian cycle
slips must be determined. The phase error space is éivided into M adja-~
cent equal length intervals. The transition probabilities of ¢e Jumping
between the ith and jth regions in A time are calculated. Assuming that
¢e is a statibnary random walk, the process of jumping between regions
is a stationary Markov chain. From these probabilities the solution of
an Mth order matrix equation yields the probability mass function of
¢e being within each region. The rate of 2N radian cycle slips can be
calculated from the probability mess function and the transition proba-
bilities.

The difficult problem here is the calculation of the transition
probabilities. This involves the integration of a four dimensional gaus-
sian probability density function. The following development gives the
integral.

The probability of ¢e Jumping from the ith to the jth region in A
seconds ig

Pyjy = Bys/Py (7.5)
where Pij is the joint probability of being in the ith region at t and in
the Jjth region at t + A for all t and P-i is the probability of being in
the ith region.

Then Pij is given by

Py = P{¢e(t +4) C ® ) ¢e(t) C 4>j] ’ (7.6)

|
G
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where :

¢, = {1 <M /2Nn <1+ 1} (7.7)
The joint density function of [@e(t), ¢e(t + A)]’is more easily handled
in the rectangular coordinates of the mnltiplier outpﬁt variables of
Figure 4.1 since they are jointly gaussian when the loop is open. After
a rotation of thig coordinate system by angles of QiNx/M and Ejmn/M radi-

ans the Jjoint probability is

Cx Cx

@ @ 1
C 0 G

(7.8)

' where & = Tan(2Nn/M), the subscript "1" refers to variables at t and "2"

refers to variables at t + & f,,(x;, %5 ¥y, ¥,) is the joint density

of the multiplier outputs at the two times corresponding to the (i;j) ro-=
tation. However the evaluation of this integral does not appear to be
methematically tractable at this time. It may be solvable using numeri-
cal integration and this should be investigated.

If this integral can be evaluated, it may be possible to determine
the joint density of [®e(t)g ©e(t + A)] and hence calculate the total
output power of an ELRPLL demodulator for the first order case. It may
also be possible to consider a larger class of phase detector character-
istics,

All the experimental threshold work in this study is for the case
when the carrier is centered in the input noise spectrum. It is intui-
tively felt that this ylelds the best threshold. It would be useful to

determine the threshold when the carrier is not centered.
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APPENDIX A

THEORETICAL ACQUISITION TIME COMPUTER PROGRAM

Appendix A contaeins a description of the computer program used to
obtain the ELRPLL high S/N transient response and acduisition time for a
frequency step of the input signal.

In the text the differential equation describing the normslized
ELRPLL and the threé>cases of solutions are developed. Starting at this
point, in order to calculate the transient phase error, it is necessary
to solve a set of non-linear equations for the times that certain bound-

ary conditions are met. These boundary conditions are

-
1

oot ) ec(r ") 25
62(x,7) + o2(1,7) & (a.1)
and
2 + - 2 000
¢B(T- ) = ¢§(Ti )} 1 = l} 3 K" (A°2)

To make the program efficient in terms of computer time the follow-
ing procedure is used. Figure A.l is an abbreviated flow chart of this
procedure. The number of cycles that the ELRPLL glips during acquisition
is related to the initial frequency error. However in general the range
of frequency error that can occur at the time of the last cycle slip is
finite and does not depend upon the initial frequency error or phase
error but only upon the loop damping ratioc.

This can be shown by the following argument. Without losgs of gen-

erality, it is sufficient to only consider the case of positive frequency
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Start

Select Damping Ratio, &

0>

Calculate ¢é(0+), with ¢é(0) = -5

o (1) = >
and e(Tm) w, T >0

1 A L4

Calculate ¢;(o+), for 92(07) = 0 Ti

and ¢e(0+) = -x

3 ;g
Increment ¢S linearly between .
the two above values

[ 4
Calculate first de > 0 for

¢é(1gj:¢ej) = 7/10 W&
with ¢e(7aj, %) <O

Y
Calculate sucgessive values of

T3 < Tqj end 94(t)/2n such that
$4(71) = 87 where 9 = x, %/2,

0, -n/2 and -n, k = iModl

9 | y
Plot T(¢é/2n, £), o(t, &) e

Y

@ v N Another &

Figure A.1. Theoretical Acquisition Time Computer Program Flow Chart




121

3
{
)

error because of the phase detector's odd symmetry. If the fregquency
error is sufficiently great at the start of the ith cycle slip it will
be greater than zero at the beginning of the 1 + 1lst cycle slip. If it

is greater than zero when the phase error is in some arbitrarily small

neighborhood of =, then a cycle glip will occur. However if the fre-
quency error is less than a certain critical value at the ith cycle

slip then the frequency error will pass through zero when the phase error

is less than =n and no further cycle slips will occur. The maximum fre-
) quency error at the end of the last cycle slip is found by first solving

the following set of equations:

B 02(0%) = x (4.3)
8 o 0fs ) = x (A1)
w ég<rm> = 0, (a.5)

These are solved using Newton's Iteration for A, B and Tm’ where Tm is

i the smallest T > O satisfying (A.? through (A.5). Then the maximum

o+
; phase error at the end of the last cycle slip, ¢é(0 )max’ is found by
. determining @é(o*) for the A and B obtained from (A.3) through (A.5).
‘“} ‘ The minimum frequency error at the beginning of the last cycle slip is
T
|
essentially zero. Therefore by (A.1)
5%§ s*(0%) = 2nt/a. (A.6)
it e min
A set of 5éj(0+), j =1, °°°, 5, where
¢ Lot ot
. ; 02(07) - ® (07) .
6 = d°(oT e max e min, ., _
ej e(o )min + . Ll- \J l) 2 (A°7)

is calculated. Then the decay time T =1, °°° , 5 ig calculated for

dj} J
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each & . where T_. is the first T for which
ej dj

0‘(1) = x/10 (4.8)

and °
¢é(¢) <0 (A.9)

subject to the initial conditions

!
i
A

¢;(o+) = (A.10)

and

]

&;(o+) . (A.11)

Then stepping backwards in time the progrem computes using Newton's
Iteration the times at which ¢; is n/2, 0, —&/2, and - n radians in
succession. It also calculateé the frequency error, Af, at each of
these points. At the point ¢; = = 1 the phase boundary is reached and
the boundary conditions are iﬁposed to obtain éé and ®é for the time Jjust
after this point where ¢é = 5, This process is.repeatéd for 6250 cycle

slips by the program. The set of T, ¢é and ¢é obtained can be used

either to plot the acquisition time curves,Af‘(Ta =T__ =-T), or the

a
transient response, @é(TK -T). TK is the time of the cycle slip corre-
sponding to the desired initial |AF‘].

These two procedures are used fo obtain Calcomp plots of the acqui-
sition time and phase error transient response. The former is used for
values t = .25, .35, .5, .71, 1.0, 1.41 and 2 and for values of
22(0)

and £

i

-n, =-mn/2, 0, n/2, n, and the latter for the case of ¢;(O) = 0,

It

.35, .5, .71, 1.0, 1.41, and AF(0) = 2.
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APPENDIX B

EXPERIMENTAL ELRPLL SYSTEM

Appendix B describes the technical details and alignment pro-

cedures for the experimental ELRPLL system. Each circuit diagram and

its alignment procedure is presented and discussed.

. B.1. The VCO

Figure B.l i1s the circuit diagram of the VCO. The VCO specifica-
tions are: 1. the short term frequency instability is less than 1

Hzo/seco and the long term frequency instability is less than 30 Hz./day;

bt

2. the frequency range is 95 to 105 KHz.; 3. the voltage to frequency
conversion linearity is better than l%; b, the VCQ has less than 1 Hz.
residual FM above 1 Hz. bandwidth; 5. the frequency dependence upon the
supply voltage is less than 10 Hzo/V; 6. the two quadrature outputs are
within .0l radians of being in perfect phase guadrature over the VCO fre-

quency range; 7. the logic levels of the two outputs are greater than

G three volts for the one's case and less than .5 volts for the zero's
i case. .

In order to provide adequate power supply isclation a two stage

positive voltage regulator and a one stage negative voltage regulator

are used. The first stage of the former and the latter regulators are

located in the upper left corner of Figure B.l. Each regulator is a

o
o
!

standard negative feedback type. An error voltage, generated by zener

e
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comparison of the output, is amplified and fed back as a correction sig-
nal. The 1N827 zener diode used for a reference in the negative supply
has a very low, 50 ppm, voltage temperature coefficient. High frequency
noise and transients are reduced by the 100 ufd capacitors used on each
regulator output. All power used within Figure B.l except for the VCO

multivibrator collector clamp is obtained from these two regulators. The

VCO collector clamp power is further regulated by the second stage men-

ij tioned above. This consists of a 1N827 zener diode.

™ The VCO signal is generatedwby a free running multivibrator. The
VCO input, J3, controls the frequency by changing the charging current

j on the two cross coupling capacitors. The potentiometers Ph and P, con-

7

trol the voltage to frequency conversion rate and waveform symmetry. P

3
sdjusts the voltage at J3 to zero when there is no connection there. P5
¢ andAP6 compensate the frequency and waveform symmetry dependence on tem=

perature. P1 and P2 control the natural frequency and waveform symmetry.
'''''' The natural frequency is the frequency when th¢ VCO input is zero.
The VCO collectors are clamped to the 6.2 V zener level by a pair
o of diodes. This helps improve the frequency stability by establishing a

g firm logic level. The complimentary VCO outputs are coupled to a pair of

flip-flops. These flip-flops function as frequency dividers. However

?* the lower one is gated by the state of the upper so that the state of the
upper lags that of the lower by 1/4 of a period. Otherwise the upper
could lead the lower which would not be correct. The voltage swing at

pins 10 and 11 is nominally from .2 to 5V. These signals are used as the

references for the analog gates in the phase detector.

The alignment procedure requires the sequential adjustment of the

Sioiai
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seven potentiometers for proper oscillator calibration.

First the input J3 is grounded. Then using an oscilloscope con-
nected to pins 10 and 1l and a counter connected to either pin, the fre-
quency is adjusted to 100 KHz. using equal adjustments of Pl and on The
delay between pins 10 and 11 is adjusted to exactly l/h period by using
opposite adjustments of P1 and P2 such that the fréquency is maintained
at 100 KHz.

Next J3 is_connected to 10 volts and P3 and Ph are adjusted in the
same manner as Pl and P2 for 1/h period delay and 105 KHz., Because of
the interaction of these four potentiometerg it is necessary to alter-
nately repeat the adjustment procedure for each pair several times until
the desired condition is attainable for both tests without further ad-
justment.

Then the input to J3 is left unconnected and P7 is»adjusted for

zero voltage at J35.

The temperature compensation is corrected by P. and P6° This is

5
done by turning off the VCO power for twenty seconds after it has been
operating for one hour. Then the power is turned on and the frequency

at pin 10 or 11 is monitored. P. and P6 are in proper adjustment if the

5
frequency change after returning on the VCO power is less than 10 Hz. and
the waveforms at pins 10 and 11 remain within .0l radian of being in per-

fect phase guadrature. Because of interaction it may be necessary to re-

peat the whole procedure several times.

B.2. The Phase Detector

Figure B.2 is the circuit diagram of the Phase Detector. The phase

detector specifications are: 1. the inputs from the VCO, pins 10 and 11,
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require binary signals with logic levels of < .5 V and » 1.5 V for the
"0" and "1" conditions respectively; 2. the isolation provided by each
analog gate when closed is greater than 70 db; 3. with zero voltage at
pins 7 and 8, the DC offset of each analog gate when closed is less than
1 mv; 4. with 100 KHz. applied to the phase detector from the VCO and
99 or 101 KHz. sinusoidal signal of five volts peak amplitude applied to

pins 7 and 8, the DC offset at pins 3 and 5 is less than 5 mv; 5. the LPF

at the cutput of each diode bridge gate provides 70 db attenvation be-
tween the frequencies of 90 KHz. and 1 Miz. :@
The most important parts of the phase detector are the analog gates.

The diode bridges used for these gates have to provide sufficient atten- 3}
uvation of the input signal and a small residual DC level when in the on
condition and little distortion of the signal when off. Therefore spec-
ial diodes matched for this purpose and donated by General Electric were f%
used. These gates are switched on and off by a balanced current driver.
The amplifier supplying this drive must provide very fast switching of
the gate. For this reason current mode logic circuitry is used. The
current drive in the two complimentary drivers is balanced by the two
200 Q potentiometers. These are adjusted so that the DC offset at pins

% and 5 is less than .1 mv when the signal at pins 7 and 8 is zero and

the VCO is at a frequency of 100 KHz.

B.3., The Sin and Cos Phage Inverters

Figure B.3 is the circuit diagram of the Sin and Cos Phase Inver-

ters. The purpose of these blocks is to amplify, invert and filter the
phase detector outputs as well as isclate them from the NDG and Zero

Crossing Detectors.
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The first amplifier is used as an isolator and as a current load for
the diode gates in the phase detector. The diode feedback network is
used to prevent the amplifier from saturating and limits the output swing
to + 10 V. The gain of the amplifier is set by the 47 K resistor so that
the maximum signal voltage at pin 7 is the same as that at the phase de-
tector input. Under this condition the voltage at pin 7T is
er = A Sin{(wc - mv)t + ¢(t) - 6(t)] + 2n(t) COS[(DVt + 6(t)]. (B.1)

The second amplifier is connected as a first order LPF. The time
constant is controlled by the front panel switches 88 and S. ., for the Sin

10

and Cos Tilters respectively. The double pole double throw switches 87

and S, make it possible to measure the capacitance value of the LPF ca-

9
pacitor at J48 on the system back panel. These switches are located on
the system back panel. When these switches are in the center off posi-
tion the amplifier roll-off is controlled by the 4 - 25 pf capacitor.
This capacitor is adjusted to equalize the delay of the Sin and Cos
Phase Inverters and to control the amplifier overshoot.

The third amplifier is used to provide the inverted phase detector
output. The inphase and quadrature phase detector outputs as well as
their inverses are brought to J45, J7, J9, and J11 on the system front
panel.

The only alignment necessary 1s the balancing of the three opera-

tional amplifiers with P, through P, respectively.

1 5

B.L., The Sin and Cos Zero Crossing Detectors

Figure B.4 is the circuit diagram of the Sin and Cos Zero Crossing
Detectors (ZCD). The purpose of these circuits is to determine the sign

of the two phase detector outputs. Each generates a binary signal at pin
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2 depending on the gign of the signal at pin 4,

The first operational amplifier provides isolation of the phase in-

verter output from the ZCD. The 4 - 25 pf capacitor controls the delay
and roll off of the ZCD. The second amplifier is operated essentialiy §§
without feedback. The only feedback is a diode network that limits the

output signal to + 10 V. When the output is not limiting the amplifier

gain is in the order of 100 db. This causes the amplifier to function

effectively as a ZCD.
The complementary schimtt driven by the second amplifier generates B
a binary signal which changes state when the ZCD input passes through zero.
The alignment consists of adjusting the delay and balance of the

two amplifiers.

B.5. The Numerstor and Denominator Generastor

Figure B.5 ig the circuit diagram of the NDG. The purpose of the

NDG is to provide the signals

= A[Sin¢B SGN(COS¢B) - Cos? SGN(Sin®B)] (B.2)

®n B

and
ey = A[[Sin¢BI + [Cos¢B,]o (B.3) s

The diode gates are the most important part of this circuit. They

are selected and matched for offset voltage and capacitance. Pl through
P8 are adjusted under zero signal input and closed gate condition so
that the bridge offset is less than 1 mv.

The NDG specifications are:; 1. the offset voltage with any signal

less than 10 volts and a closed bridge is less than 10 mv; 2. the atten-

vation of each gate when closed is greater than 60 db.
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The binary control signals are amplified by the transister circuits
on the left and phase split so as to provide balanced voltage drive for
the analog gates.

The outputs of the gates are summed by the operational amplifiers.

The potentiometers P9 and PlO compensate for the amplifier offset voltage.

P.. and P,,. compensate for the amplifier input offset current.

11 12
The alignment procedure requires that Pl through P8 be adjusted for

zero gate output voltage. The amplifier is balanced by simultaneously
adjusting the input and output voltage of each amplifier using P9 through .

P Because of the potentiometer interaction it may be necessary to re-

12°
peat the procedure several times.

The two NDG outputs J12 and J13 are routed to the Philbrick Analog
Divider. The output of the divider is the tangent of the phase error

modulo /2.

B.6. The Arc Tangent Converter

Figure B.6 is the circuit disgram of the Arc Tangent Converter. The

purpose of this circuit is to provide an Arc Tangent non-linear transfer

function over a range*ﬁf i,n/ho The desired transfer function is given e

by

_ -1
eyt = Tan [ein/lo]/lo3 Cy5 leini <10, (B.4)

where C1 = l/Ko This function is approximated by a T segment piecewise
linear approximation. The break points are adjusted by Pl through P6o

The slopes are set by Plo through P15 and P7o The accuracy of the ap-

proximation was checked and found to be accurate to within + .02 radian.

The loop gain, K, is controlled by Sll over a range of 10 to 101‘o

This is done by changing the feedback resistor on the operational o
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amplifier. The amplifier input is used as a summing point for the three
parts of the phase error current. Currents proportional to the quadrant
from the Quadrant Detector and the number of cycles slipped from the 10
Bit Counter are added to that due to the modulo a/2 phase error at pin 5.
Pin 7 is the ground return for these currents. The output at J14 is pro-
portional to the modulo 2Nx phase error, @ea
This amplifier is balanced for both voltage and current offset by
P and P8 respectively. R5 is a front panel control used to compensate

9

for DC error in the D/A converter output.

Table B.l
Arc Tangent Non-linearity Alignment Procedure

Potentiometer
Step ein(VO1ts) eout(VOltS) Adjustment

1 =1.57 o5 P7

2 “3 olh‘ 097 Pl
3 5.0 1.48 P10
4 Repeat steps 2 and 3

5 —605 108’4- P2
6 -'800 2015 Pll
7 Repeat steps 2 through 6

8 "900 2031" PB
9 =10.0 2.5 Pip
10 Repeat steps 2 through 9

11 3,1k = .97 Py
12 Soo mlo)'i'8 P15
13 Repeat steps 11 and 12 i
14 6.5 -1,.8k4 P5
15 8.0- -2,15 Py
16 ‘Repeat steps 11 through 15 ,
17 9.0 -2,3k Pg.
18 10.0- 2,5 P15
19 Repeat steps 11 through 18

To align this circuit it is necessary to set the arms of Pl through

Pg to maximum voltage magnitude. The input at J16 is grounded., The arm
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of R5 is set in the center of its range and grounded. P8 and P9 are ad-
Justed alternately to balance the amplifier. Table B.l gives inpﬁt/out-
put voltages required and the order of meking adjustments for the non-
linearity. For these adjustments Cl = ,0001.

Because of the interaction between the adjustments and the degree of
accuracy required, it may be necessary to repeat steps 1 - 19 several

times in order to verify that each step is attainable without further ad-

Justment of Pl - P7 and PlO - P15°

B.7. The N Selector Switch

Figure B.T7 is the circuit diagram of the N Selector Switch. The
purpose of the N Selector Switch is to set the value of the phase error
range factor, N. The phase error range is 2Nn radians. The N Selector
Switch generates signals that are used to control the 10 Bit Counter and
Quadrant Detector. The switch S55 has its positions labeled - 1 through

11. The correspondence between N and this number, L, is

N=20"1 (B.5)
or in other words the phase error range is 2Ln radians.

This circuit places negative control voltages on all flip-flops in
the counter that are not needed for a particular value of N and a similar
control voltage labeled n and 2r are available for the Quadrant Detector.
The numbers 1 through 9 on the external switch connections go to pin 3 on

the first nine flip-flops of the counter. The terminal labeled S goes

to the sign or last flip-flop of the counter.

B.8. The Quadrant Detector

The purpose of the Quadrant Detector is to generate a current
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To Pin #3 on Flip-Flops

#9 8 7 6 5
° o

= 10 Quadrant Detector Pin#ll
= To Quadrant Detector Pin#8

Note: All Diodes IN4I54

FIGURE B.7. N SELECTOR SWITCH.
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depending on the quadrant of the modulo 2x phase error such that the sum
of the modulo n/2 phase and the Quadrant Detector output ylelds a signal

proportional to the modulo 2x phase error for N 21,

(05 + Mlyoq on "% = %q + (%5 + /% Doa x/2 " x/k, (B.6)

and one proportional to the modulo n phase error for N = .5,
- = ¢ - . .
(¢B + n/E)Mbd B n/2 ¢Q + 5t “/h)Mbd x/2 a/b (B.T7)

For N = .25, ¢Q = 0, ¢Q is the quadrant phase factor. The phase coeffi-
cient of the current summing junction of the Arc Tangent Converter is

- 1 pamp/2x radian phase error. Table B.2, which is derived from (B.5)
and (B.6), gives the quadrant factor current iQ as & function of N and
the quadrant number.

Table B.2

iQ (pamps) Versus N and the Quadrant Number

N .25 .5 >1
¢e Mod 2n Quadrant

1 0 -.25 -.25

2 0 025 =75

3 ¢ -.25 oT5

4 0 .25 025

Figure B.8 is the circuit diagram of the Quadrant Detector. It

generates an output current at pin 5 according to the schedule in Table

B.2. The quadrant number is determined from the SGN(Sin¢B) and

SGN(Cos¢B) and the x and 2x control signals from the N Selector Switch.
This table is implemented in the circuit by 4 logic controlled cur-

rent generators of - .5, - .25, .25 and .5 pamps. Each is independently
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calibrated by Pl through Ph respectively. The output, pin 5, is summed
with the other two phase error information signals at pin 5 of the Arc

Tangent Generator.

B.9. The Cycle Siip Detectqr

The purpose of the Cycle Slip Detector is to generate a subtract
pulse whenever a negative 2x radian cycle slip occurs and an add pulse
whenever a positive 2x radian cycle slip occurs. A cycle slip occurs

whenever the modulo 2n phase error passes through zero. The direction

of the pass is the direction of the cycle slip.

Figure B.9 is the circuit diagram of the Cycle 8lip Detector. The
""" blocking oscillator (B.0.) generates a 5 Msecond pulse each time the
input at pin 11 switches from -5 V to 15 Vor 15V to -5 V.

If the first transition of the signal at Pll occurs while the input
at pin 2 is negative a subtract pulse is generated at pin 8. If the
second transition occurs while the input at pin 2 is negative an add
pulse occurs at pin k.

The specifications on these pulses are that they be between 2 and

6 pseconds in length and have a minimum voltage swing of 10 V to =5 V

and back during one pulse duration.

B.10 The Counter

The purpose of the counter is to count the modulo N total of the

number of positive cycles slipped minus the number of negative cycles

slipped. It generates an anslog signal related to this total. This

signal must be such that when it is added to the modula 2n phase grror

the result is the modulo 2Nn phase error. Since a binary counter is used
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it.is convenient to limit N to numbers that are powers of 2, such as 1,
2,4,8, °°° , 1024, 10 is the maximum number of bits used. Therefore
N is bounded by 102k. Since it is desirable for the phase detector
characteristic to be symmetric about zero, for N > 1 the point ¢e =0 is
one boundary point for a 2z radian cycle slip. This somewhat complicates

the D/A converter as well as the interrelationships between the first

nine flip-flops and the sign flip-flop.

mé The output current in pamps is given by
7 s -
;f} ig= - [N + (N 1)/2]MOd Nt N/2, (B.8)

where Nl is the total number of cycles slipped. Thus when no cycles
e have slipped the output current is .5 damps, when 1 positive cycle has
5 slipped the output current is - .5 pamps and when 2 positive cycles
have slipped the output current is - 1.5 pamps.

Figures B.1l0 and B.ll are circuit diagrams of the flip-flops used
in the 10 Bit Counter. The counter consists of 10 flip-flops. Figure
i B.10 is the circuit diagram for the first nine flip-flops and Figure

B.11 is the circuit diagram for the 10th or sign flip-flop.

Fach flip-flop consists of trigger gating and steering circuitry,
a binary element (the two cross coupled 2N23%69 transistors), the logic
level amplifiers (the 2N3251 transistors), a delay feedback for the
Ll input trigger steering (the 2N030 transistors) and a D/A converter

with sign control logic (the lower right hand corner of the circuit).

In order to reduce the counter propagation delay, gated triggering
is used. This means that a trigger pulse for the jth flip-flop appears

only if the previous state of the first j - 1 flip-flops is "1" for add

i pulses or "0" for subtract pulses. With this type of triggefing the
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trigger delay for the jth flip-flop is only dependent on the delay of J
diodes rather than the delay of j - 1 flip-flops. The latter in general
is an order of magnitude greater.

In order to improve the gwitching time of the flip-flops and in-
crease the range of acceptable trigger levels, pulse widths and rise

times, DC triggering with delayed feedback gating is used. The delay in

the base circuit of each 2ZN930 transistor has a time constant of 10 Msec-

onds. Therefore the trigger steering gate does not know that the flip-
flop has gwitched state until 10 useconds afterwards. By this time the
trigger pulse has terminated and the possibility of an ambiguity or
double trigger is eliminated.

The disable input, pin 7 from the N Selector Switch, causes the
trigger pulses to by-pass the flip-flop and disables the IVA converter
output. The D/A converter generates a current icj for the jth flip-
flop given by

2J if SGN(Np) < O and FFy in "zero" state ;
i, = <4=2J if SGN(N,) > 0 and FF; in "one" state {B.9)

Cd
O otherwise, T \

- | ey -
where N, = [N; + N/2]Mod y - N2

The resisters R and R’ control the current level in a gross way.

The two 20K potentiometers, Pl and P2, are for calibrating the negative

and positive currents respectively. The current return, pin 3, for the e
current divider, R and R, is necessary to minimize the effect of con-
tact resistence in the circuit board plug.

The tenth flip~flop in Figure B.l1l is the gsign flip-flop. It only

changes state when the count passes from O to - 1 in either direction or
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when the counter overflows in either direction. The major difference be-
tween Bs1ll and B.10 is that the former has a 203251 emitter follower to
provide a low impedance logic output at pin 8 for the "sign" logic signal
that is used by the other flip-flops in the counter. Also fhe D/A out-

put is compensated for overshoot by the 3 - 24 pf capacitor.

B.11 The Loop Filter

The purpose of the loop filter is to control the loop transfer func-
tion. Figure B.l2 is the circuit diagram of the loop filter. Only the
items above the connector are on the eircuit board. The first three op-
erational amplifiers are connected as integrators, the fourth as a fixed
gain summer and the fifth as a variable gain summer controlled by Rlo

The time constant of the first integraﬂor is controlled by 82’ that

of the second by Sh and that of the third by S6° The switches Sl’ S3
and S. connect the timing capacitor of the respective integrator to J48,

p

the back panel monitoring point, so that each capacitor can be measured
to calibrate the time constant. The resistors R2 through Rh control the
fine adjustment of the time constants. The resistor Rl provides fine
adjustment of the loop gain K together with Sll of the Arc Tangent cir-
cult.

The relays RL, through RL, are used to "hold" the conditions of the
loop filter. This 1s done by disconnecting éhe iﬁputs to the integra‘torso
Under this condition the drift of the integrator is limited by the offset
current which is in the order of 100 picoamps. The offset current is com-

pensated by an adjustment in the initial condition controller. This ad-

Justment brings the maximum offset current to less then 10 picoamps. The
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control circuitry for the hold relays is discussed in Appepdix D,

The initial conditions for the three integratprs are determined by
the three initial condition controllers. Each integrator can be inde-
pendently set to any initial condition between + 10 volts.

The only alignment procedure necessary for the loop filter is the

adjusting of P, through P_ to balance the operational amplifier offset

1 >
voltage.
B.12, The Initial Condition Controller
rq Figure B.13 is the circuit diagram of the Initial Condition Con-

troller. Three of these circuits are used to set the initial conditions

of the three integrators.

i

The initial condition voltage is set by 315 - Rl7o This voltage can

~~~~~~ s be monitored at the S

30

applied it can also be monitored at the integrator output jacks, J29,

output jack, J4l. When the initial condition is

J30 and J31. P, adjusts the integrator offset current compensation. This

2

is held to within 10 picoamps in this manner.

B.13., The Front Panel and Control Lists

Figure B.1l4 is the front panel layout of the ELRPLL. Table B.3 is

L

a list of the connectors or J numbers. Table B.4 is a list of the
4 switches of S numbers. Table B.5 is a list of the front panel variable

resistor or R numbers and variable capacitor or C numbers.

—
!
3
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Table B.3

List of External Connectors

J Number Purpose
1 Filter output
2 Signal input
3 VCO input
L - Sin phase error input
5 - Sin phase error output
6 + Sin phase error input
T + Sin phase error output
8 - Cos phase error input
9 - Cos phase error output
10 + Cos phase error input
11 + Cos phase error output
12 Denominator output
13 Numerator output
1ih Phase error oubput
15 Filter input
16 Quotient input
17 Sin phase error
18 VCO input
19 SGN{Sin)
20 -Cos phase error
21 VCO frequency
22 SGN{Cos )
23 + 20V
24 + 15 V
25 - 15V
26 Ground
27 Filter output
28 Phase error
29 Cp voltage
30 C3z voltage
31 Cy voltage
32 Blank
33 Level detector no. 1 input
3L Level detector no. 2 input
35 Level detector no. 3 input
36 Level detector no. 4 input
37 Level detector no. 5 input
38 Level detector no. 6 input
39 Start input
40 Hold input
iy} Start output
L2 Hold output
b3 531 output
L Sz0 output
45 Power plug
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Table B.53. Continued

J Number Purpose
b7 Logic output
48 Capacitance value monitor
49-50 Auxiliary amp inputs
51-52 Auxiliery amp outputs
53 Amp-Filter no. 1 input
54 Amp-Filter no. 1 output
55 Local oscillator for mixer input
56 Mixer signal input
5T Amp-Filter no. 2
58 Threshold test fixture output 2
59 Threshold test fixture output 1
60 Signal frequency output
7 61 Modulation input
- 62 Noise input
o 63 Auxiliary signal input
- 64 Signal plus noise output
g 65 Signal plus noise output
= 66 Threshold test fixture
modulation input

5”3 67 Threshold test fixture
' ' demodulation input

) Table B.h
List of Switches

S Number Function

%i 1 Co disconnect
2 Co set value

o 3 Cz disconnect

' § 4 ¢z set value

. 5 C) disconnect
6 C), set value

o 7 Sin filter disconnect
8 8in filter set value
9 Cos filter disconnect
10 Cos filter set value
11 C1 set value
12-17 Threshold width
18-23 Upper/both/lower
2h-29 Hold/start
30 Monitor switch
31 Monitor switch
32 Controller mode

L 33 Counter range

GnriE
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Table B.4. Continued

S Number ] Function

3h Start master

35 S/H reset

36 Hold master

37 ELRPLL power switch

38 Signal generator switch

39 Gain control on auxiliary
amplifier

40 Measurement mode

41 Signal level attenuator

4o Noise level attenuator

43 Modulation level attenuator

Table B.5

List of Potentiometers and Capacitors

Number Function
Rl Fine adjustment for first MS
filter coefficient
R2 Pine adjustment for second b
filter coefficient
R5 Fine adjustment for third
filter coefficient
Rh Fine adjustment for fourth
filter coefficient
R5 DC adjustment for phase error
R6 DC balance on output auxiliary
amplifier
Ry DC balance on output auxiliary
amplifier ™
38 Modulation balance
R9- 1k Level detector level set
Ry5-Ry 7 | Initial condition set
cy Course adjustment for first )
filter coefficient
C2 Course adjustment for second
filter coefficient
03 Course adjustment for third
filter coefficient
Cy Course adjustment for fourth

filter coefficient

|
Gl
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Figure B.15 is the circuit diagram of the ELRPLL, Signal‘Genepathw“
and Channel Power Distributor. The purpose of this circyit is #o Qrgyide
one switch power control (837) for the ELRPLL and for the Signal Genera-
tor Channel (838)0 The power from 3 of the L4 power supplies is connected
such that the external sensing feature is used. »The sense point ishwith-
in the ELRPLL system. This decreases the voltage fluctuation at the
ELRPLL due to contact resistance in J45 and 837o

In general the critical components of the system that effect its
response and transfer function are accurate to + 3%. Therefore it is
possible to specify the system transfer function to within + 3%.

The level detectors are accurate to within + 10 mv. For the level
of signals considered this yields a level detecting accuracy of better
than 1%.

The measurements of acgquisition time are taken using 5 digits of
timer accuracy. Therefore the accuracy of the measurement of acquisi-
tion time is limited by that of the ELRPLL transfer function plus that
of the level detectors. Therefore it is conservative to specify the

acquisition time accuracy as 5%.



156

ELRPLL Power

[ Sense Off On
Return L~ S37 D—F
To 15V | Retorw _1 li/r
- ur -
Power | -I5V i ®—®
Supply Sense 7 L,'(’ o
-5V i
L . g
]
( F?e;xsa E
eturn N e
To +I5V | +5V - E ©—© §
gowe'r | Return | ll/" ®—0
u +{5V ]
PPY Sense c ! & @_@ :45 h ' vy
L +I5V == | mpheno -
e |
. RSe;nse l}f’ Connector {j
eturn _ wd
To+5V | +5v - d ®-©
Power 4 Return o L/l“ ®'_® ?
el | giot Ve ﬁ
7 . W0
-V . @D
To =15V { Return == )
é\uxiliury { 5y ° l’: ° X—W &
ower - |
o o N wiid
Supply Sag Signal Generator Power V-®
Off On |
° : o {5V g
W e - Gnd o
° J/ on To Signal ! i
° 1o =+|5V | Generator
A - +20V

FIGURE B.15. ELRPLL, SIGNAL GENERATOR AND CHANNEL
POWER DISTRIBUTOR.
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APPERDIX C

EXPERIMENTAL SIGNAL GENERATOR AND CHANNEL

Appendix C is a detailed description of the Signal Generator and
Channel. The circuit diagram of this system is presented and discussed.
Its alignment procedure is explained.

Figure C.1 is the circuit diagram of the Signal Generator and Chan-~
nel. The FM signal generator is a VCO very similar to the one used in
the ELRPLL. The chief difference being that this one operates in the
95 - 105 KHz. band instead of its second harmonic. This VCO is located
in the upper left hand corner of Figure C.1l. It is an astable multivi-
brator with voltage frequency control. The freguency fc is set by the
Carrier Frequency Adjustment on the left. This is a 10 turn potentiome-
ter on the front panel. The calibration is accomplished at two frequen-
cy points by Pl and P5°

J61 is the modulation input. The modulation level is controlled by
the Modulation Step Attenuator. This attenuator has a range of 0 to 50
db in 10 db steps. The modulation level is controlled by Shl from the
front panel. The level is calibrated by P6° The VCO is temperature
compensated by adjusting PQD

The output of the VCO is isolated from the monitoring and output
circuits by an emitter coupled current switch. The frequency of the VCO
cen be monitored at J60. The output voltage at J6C is limited to + i6 V

by back to back diodes. The signal at the other side of the current
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switch is also limited by diodes. P5 is used to adjust the symmetry of

the signal at P P_ is used for calibrating the carrier level. The

T

level of the calibrated carrier is controlled by the Carrier Level Step
Attenuvator in 10 db steps and continuously over a 10 db range by the
Carrier Level Adjustment. Both of these adjustments are located on the
front panel.

The signal from a GR 1309B generator is input at J62. The level of
it is calibrated by Pg. The level of the calibrated noise is controlled
by the Noise Level Step Attenuator in 10 db steps and continuously over
a8 10 db range by the Noise Level Adjustment. Both of these adjustments
are located on the front panel.

The noise and modulated carrier are summed with the Auxiliary Signal
Input and the result is filtered by the 95 - 105 KHz. Band Pass Filter.
The measured transfer function of this filter is shown in Figure C.2. It
has a seven pole butterworth bandpass response. The ripple was found to
be less than .3 db peak t0 peak. This filter is used to simulate the
bandpass of the receiver that normally preceeds a PLL. The output of the
filter is amplified and the resulting signal plus noise is available at
J64 and J65.

The specifications on the Signal Generator and Channel are:

I. FM Signal Generator

A. The Carrier
1. The residual FM, is less than 1 Hz for f 1 Hz.

2. The power supply effect on frequency is less than 10
Hzo/volto

3, The frequency range is 95 - 105 KHz.



160

ozt

on

ISNO4S3IHY  AON3ND3™4  ¥3L U4  T3INNVHO
("ZHX)  Asusnbasg
00! 06 08

] ! |

08-

oL

09-

02-

Ol-

2°0 3unoid

(ap) "o/



]

S

i
L
s
o

b,

161

The long term stability is 30 Hz./day after 1 day
operation in a temperature stabilized room.

The Modulation

1. The maximum deviation is 95 to 105 KHz.

2. Thg maximum bandwidth is DC to 5 KHz.

3, The attenuator range is continuous O - 60 db,

The Channel

1. The input noise spectrum must be flat to 105 KHz.

2. The output noise spectrum is flat + .14 db over
96 - 104 KHz.

3. The S/N range is continuous from - 60 to 60 db in
10 KHz., bandwidth.

4, The 3 db channel bandwidth is less than 12 KHz. and
greater than 10 KHz.

5. The channel attenuation below 89 KHz. and above 112

KHz. is greater than 60 db with respect to that in its
pass band.
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Appendix D

- ACQUISITION TIME EXPERIMENT

Appendix D is a detailed description of the ELRPLL acquisition time
test fixture. The circuit diagrams of this system are presented and dis-
cussed.

The purpose of this test fixture is to facilitate the measurement of
the acquisition time. It makes it possible to make measurements either
individually or in rapid succession automatically.

The system has two parts. Section D.l deals with the Level Detec-
tor. Section D.2 deals with the ELRPLL Control System and discusses the

various modes of operation.

D.l. The Level Detector

Figure D.1 is the circuit diagram of the Level Detector. The system
has 6 of these. This circuit tests the voltage of the signal at one of
J33 through J38 against one or two thresholds and generates a binary sig-
nal based on one of several possible logical relations. This depends on

the position of one of 518 through S If the switch is down the output

23°
at pin 9 is negative if the input is less than a preset threshold. The

threshold is set by the Level Set control. If the switch is in the center
position, it tests if the voltage is between two thresholds. The width

of the acceptance region is set by one of 8., through S.. to the voltage

12 17

width desirédo If one of S 8 through S, is put in the up position then

1 25
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it tests if the voltage is greater than a preset threshold.

When the comparison is true, one of the lamps Ll through L6 is 1it
and either a start or hold logic signal is &nded with the other Level
Detector logic signals depending on the positions of SZM through 829o

The width of the region of comparison is changed by changing the
gain of the operaﬁional amplifier. When its output passes 5 V the upper
bistable circuit switches state. If the amplifier output passes -~ 5 V
the lower bistable circuit switches state.

A Jogic circuit selected by one of 818 through Sé; generates the

logic signal output at pin 9 and the lamp output at pin 8.

D.2. The ELRPLL Control System

Figure D.2 is the circuit diagfam of the ELRPLL Control System.

The purpose of this system is t0 sense when the initial and final condi-
tions of the ELRPLL are within some prescribed space and generate con-
trol signals to start and/or hold the ELRPLL. They are used to control
a timer so that the elapsed time of a loop event may be determined.

When the intersection is true of the logical signal from J39, the
start inputs from LD, through LDy, the switch (835) is not up, the hold
output is not actuated and S3h is in the center position, then the start
flip~flop is set in a start position. When this occurs the Initial Condi-
tion Controllers are disconnected from the loop filter. The lamp L7 is
extinguished and a positive going pulse appears at Jhl. This can be
used to start a timer.

When the intersection is true of the logical signal from J4O, the
hold inputs from LDl through LD6j the switch (836) is in the center po-

sition and the start output is not actuated, then the hold flip-flop is
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actuated, the lamp L8 is 1it and a hold pulse is generated at J42. When

S is up the system does not automatically reset and will remain in-

32
definitely in the hold condition until manually reset by 8350 If S32 is
down the system functions in an sutomatic mode and resets itself after
being in the hold state for 1 second. In this case the right flip-flop
is connected in a monostable configuration and resets itself. At the
same time the left flip-flop is reset which actuates the Initial Con-
dition Controllers so that the loop filter initial conditions are reset
for another event. As soon as the resetting is complete, the start co=~
incidence logic is able to test for the start condition. This process

repeats itself until S is switched up.

32
It is possible to manually start or hold the ELRPLL by switching
down SB& or 836 respectively. It is also possible to inhibit the start
or hold operation by switching to the up posgition SBM or 336 respective-~
ly.
It is possible to reset the hold circuit by pushing 835 up. It is
possible to reset the hold and the start circuits by pushing 835 down.

Using this system it i1s also possible to get an estimate of the

joint distribution function of a set of loop variables.
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APPENDIX E

FM THRESHOLD EXPERIMENT

Appendix E contains a description of the experimental procedure used
to determine the FM threshold of the ELRPLL and of the Threshold Text
Fixture.

The procedure requires the measurement of the I/O S/N in the out-
put bandwidth for the ELRPLL. This is done for a class of ELRPLL and
signal parameter values. The Threshold Test Fixture shown in Figure E.2
is used to facilitate the measurement of the output S/N level. This cir-
cult is used in connection with the auxiliary amplifiers in Figure E.3, a
Philbrick analog multiplier, LPF, and a digital voltmeter in the measure-

ment set up shown in Figure E.l.

Modulation Input

J66 O—>=Threshold -1 Auxiliary ﬁ——«» ' HP 34594
F

J67 O—=#{Test Fixture a Amplifiers LP DCVM

Demodulation Input

5

Figure E.l. Threshold Test Set Up Detail

Sbro controls the mode of measurement. When S4 is in position 1 the

0
digital DCVM reading is proportional to the RMS output signal voltage.
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When it is in position 2 the reading is proportional to the output sig-
nal plus noise power. When it is in position 3 the reading is propor-
tional to the output noise power.

In measuring the output S/N, first the ELRPLL system parameters are
set. Then the signal parameters are set beginning with the no noise case.
With SAO in position 3 and Ph in its clockwise position, P5 is adjusted
for minimum reading of the voltmeter. The switch is set to position 1
and the suxiliary amplifier and LPF attenuators are set so that the
meter reading is - .1l.

When the normalization procedure is completed the input S/N is set
to the first desired level. This is usually the maximum S/N that yields
a measurable reading of the output noise on the meter. Then the output
signal voltage is read using switch position 1. The output signal power
is 100 times the square of this reading. Switching to position 2, the
output signal plus noise power is 10 times the meter reading. Ph is set
to 100 times the signal voltage reading and the switch is set to position
3. The noise power is 10 times the meter reading. The ELRPLL and signal
parameter values and the output signal, signal plus noise and noise pow-
ers are punched on IBM cerds. These are computer processed to correct
the data for known measurement biases. This process is repeated for each
value of input S/N level. Then a new set of system parameters is select-
ed and the initial normalization must be repeated.

The measurement corrections mentioned include the following: 1. the
data is corrected for changes in the meter loading effect that occur when
changing scales or LPF time constants; 2. the input S/N in the output

band is calculated from that in the input band; 3. the output noise is




]
o

,,,,,,

g
i

171

corrected by calculating a weighted sum of the measured noise and the
noise calculated from the difference of the signal plus noise power and
the signal power, where the weighting is the inverse of the variance of
the measurements; 4. the output signal is corrected by a factor of 2 due
to the fact that the ELRPLL output base band filter has a 3 db.cutoff
frequency equal to that of the sinusoidal modulation; 5. the output
noise power is corrected by a factor depending upon the ratio of the
ELRPLL output filter equivalent noise to 3 db bandwidths so that the
output noise is referred to the 3 db bandwidth; 6. the output S/N in the
output band is calculated from the corrected signal and noise powers.

A total of 1200 sets of data points for I/O S/N levels were obtained.
These are plotted by the Calcomp Plotter in Figures 6.2 to 6.19 and 6.21
to 6.27.

The outputs of the Threshold Test Fixture are amplified by the
auxiliary amplifiers. The gain of these is adjustable in 10 db steps by

3 This incresses the dynamic range of the measuring system.

39°
The auxiliary amplifiers' outputs are multiplied by the Philbrick
multiplier. The multiplier output is low pass filtered. The time con-
stant of this LPF has two settings. These are 4 seconds and 40 seconds.
The latter is necessary for the case of random modulsation and the former
is sufficient for most cases of sinusoidal modulation. Provision is made

to make a fine adjustment in the output level to aid in normalizing the

output signal power for the no input noise case.
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APPENDIX F

RANDOM MODULATION GENERATOR

Appendix F is a description of the Random Modulation Generator.

Figure F.1l is the circuit diagram of this device. It consists of a pair

of LPF amplifiers, a mixer driver and a mixer.
The amplifier on the left has a LPF with a cutoff frequency of 1,9

KHz. It filters and amplifies the random signal from the noise generator.

The level of the filtered noise is adjusted by an HP 350D attenuator.
The attenuated signal is mixed by a 1 KHz. gating signal from the

mixer driver, the 2N1613. The frequency translated result is further

filtered and amplified to a maximum RMS level of 3 V. The spectrum of

the noise is shaped to the desired modulation spectrum by the Spectrum

Anslog Filter. i
The only aligmment is the balancing of the two operational ampli-

fiers with the potentiometers.
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